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Outline

1. Hybrid MT System

2. Phrase-based HMM SMT System

3. Paraphrasing for MT

C-to-EJ-to-ESupplied

J-to-EUnrestricted 

The technologies are combined in the near future.



© ATR Spoken Language Translation Laboratories 3

C3

Hybrid MT System 
(Unrestricted J-to-E Track)

(J)      o-shiharai wa genkin desu ka kurejitto kaado desu ka

(MT1) Is the payment cash? Or is it by credit card? [Good] 

(MT2) Would you like to pay by cash or credit card?       [Perfect] 

(MT3) Could you cash or credit card? [Fair] 
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So many men, so many minds.

MT3

MT1 MT2
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Today’s Hybridization

“Multiple EBMTs Followed By
A Selector Based On SMT Models”

EBMT1

EBMT2

Selector

SMT Models

IBM4
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Input (J) iro/ga/ki/ni/iri/masen

Output    (E) I do not like the color.

ADAPT

EBMT1

D3(Dp-match Driven transDucer)

RETRIEVE 

Corpus

Thesaurus

Bilingual Dic.

Example (J) dezain/ga/ki/ni/iri/masen
(E) I do not like the design. 
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bus wa 11 ji ni deru

the bus leaves at 11 a.m.
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Hierarchical Phrase Alignment based 
Translation (HPAT)
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basu

１１ kyoto deru

(3) Translate leaves by referring to a dictionary.

X Yn-v

bus

the X
atX Y

eleven

a.m.X

leaves Kyoto

v-propnX Y

(1) Parse source language using source patterns.

X’

X’ Y’wa

X’ ji

X’Y’ni

Y’ X’wo

(2) Map source patterns to target patterns.

EBMT2

HPAT(2)
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Comparison of Two EBMTs

ModestGoodQuality

WideNarrowCoverage

Grammatical Unit SentenceUnit

HPATD3

Table 2: Features of the two EBMTs
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Quality Ranks

(S) Perfect; 
(A) Very Good; 
(B) Good; 
(C) Fair; 

(D) Bad.
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20202020

30303030

40404040

50505050

60606060

D3D3D3D3 HPATHPATHPATHPAT

SSSS

AAAA

BBBB

CCCC

Comparison of Two EBMTs (2)
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SMT-based Selector

� Our selector outperforms component
MTs and conventional selectors
based on LM.

� Our selector: 

1. Language Model

2. Translation Model

3. Multiple 
comparison test

� Conventional selector: 

1. Language Model
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Results (Unrestricted J-to-E 
Track): Selecting Effect

-2.7423.3331.0626.07mPER

-2.5526.3137.1828.86mWER

+1.9779.6776.8877.70GTM

+0.3710.729.7810.35NIST

+2.763.3649.3360.36BLEU

DIFF.SELECTHPATD3

Table 4: Objective evaluation
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Results (Unrestricted J-to-E 
Track): Selecting Effect

Quality Ranks
(S) Perfect; 
(A) Very Good; 
(B) Good; 
(C) Fair; 
(D) Bad.
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Corpus Size

18.20

81.80

72.20

50.60

34.00

Supplied

BTEC (20K)

-6.0012.20D

6.0087.80S, A, B, C

10.2082.40S, A, B

22.4073.00S, A

25.8059.80S

DIFF.Full BTEC 

(200 K)

Quality Ranks
(S) Perfect; 
(A) Very Good; 
(B) Good; 
(C) Fair; 
(D) Bad.

Table 7+: ATR’s Overall Subjective 

Evaluation vs. Corpus Size
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Phrase-based HMM SMT System 
(Supplied J-to-E and C-to-E Tracks)
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e
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Phrase TranslationPhrase Segmentation Phrase Ngram
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© ATR Spoken Language Translation Laboratories 17

C3

Phrase Ngram Model

�Forward-backward algorithm to estimate probabilities

1E

2E

3E

4E

5E

6E

)E|E( 13P

Figure 1: Phrase Ngram Model
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Phrase Segmentation Model

�Forward-backward algorithm to estimate probabilities

�Likelihood of a particular phrase segment 
observed in 
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Phrase Translation Model
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Combined

Phrase TranslationPhrase Segmentation Phrase Ngram
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Parameter Estimation

� Please consult Section 3.5 in the paper.
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Phrase Segment Induction

Extract phrase pair using the following criterion:



© ATR Spoken Language Translation Laboratories 23

C3

Decoding

�Discriminative training to determine λj
(Och and Ney 2002; Och 2003)

�Word graph based search
(Ueffing et al. 2002)



© ATR Spoken Language Translation Laboratories 24

C3

Results: Supplied task JE and CE

Table 8+: Evaluation (Supplied Task)

19.431.061.4Bottom

19.434.861.4Our 

34.134.841.8Top

AdequacyFluencymWERSystem

J-to-E

29.025.061.6Bottom

29.538.246.9Our 

33.338.245.5Top

AdequacyFluencymWERSystem

C-to-E
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Paraphrasing for sentential variants

1. based on DP-
matching. 
[Shimohata et al. 
2002] 

2. based on SMT. 
[Finch et al. 2002] 

3. based on data-
oriented parsing. 
[Finch et al. 2004]

• Increased coverage
and reduced word 
error rate for MT. 

• Effective expansion 
of reference 
sentences for 
translation evaluation.

Three paraphrasers Two Effects
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Paraphrasing for long sentence translation

Excuse me, I have a stomachache, and I'd like to buy 
some medicine.  Is there a drugstore near here?

connect

suimasen、、、、onakagaitainode、、、、kusuriokaini
ikitainodesuga、、、、konochikakunikusuriyawaarimasuka？？？？

suimasen
onakagaitainode
kusuriokainiikitainodesuga
konochikakunikusuriyawaarimasuka

Excuse me,
I have a stomachache.
I'd like to buy some medicine.
Is there a drugstore near here?

translate

Split

Doi, T.: “Splitting input sentences for machine translation using language
model with sentence similarity,” Coling, 2004.



(1) hybridization of multiple EBMTs
followed by a statistical selector, 
(2) new SMT, phrase-based HMM 
SMT, and 
(3) paraphrasing methods.

Concluding Remarks


