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Spoken Language Translation via Concepts

Speech Input Speech Output
P
&
Speech Speech
Recognizer Synthesizer
P N

____________________________________________________________________

Natural ’ Natural Natural
Language . Concept Word

Understanding . Generation Generation [

Natural Language Generation

“On Feature Selection in Maximum Entropy Approach to Statistical Concept-based Speech-to-Speech Translation,” IWSLT, Kyoto, Japan, 2004




Spoken Language Translation via Concepts
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Concept-based Speech Translation

« Language-independent representation of intended
Concepts guag P P
meanings

Parsed from source language
Organized in a language-dependent tree-structure
Comparable to interlingua

: More flexible meaning preservation
Merits I
Wider sentence coverage

Easier portability between different domains

« Design and selection of concepts
Challenges 0 P
+ Generation of concepts
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Natural Concept Generation (NCG)

Correct set of concepts in target language

Purgose

Appropriate order of concepts in target language

Statistical model-based generation

Approaches

0 Trained on Maximum-Entropy models

Challenges Design of generation procedure
Generation of concept sequences
Transformation of semantic parse tree

Selection of features
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Statistical NCG on Sequence Level

English | QUERY  PRON POSSESS  WEAPON
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PRON POSSESS WEAPON QUERY
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Statistical NCG on Sequence Level

Source C| ¢, C, Cy

H akg(]?kasacmasnﬂsn—l)
_ k
B Z H akg(]?kasacm S 1 ’Sn—l)

seV k

p(S‘Cm ,Sn,Sn_l)

«, : probability weight corresponding to feature f k

1 ljf]?k =(S,Cm,Sn,Sn_1)

0 otherwise

f r - feature of concepts

g(]?kaS,Cm,Sn,Snl):{

g . binary test function
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Statistical NCG on Sequence Level (Cont.)

Source C| ¢, C, Cy

Select the concept candidate with highest probability:

M
Generation [NFEREESR:IFLS11EED,¢ I p(S‘Cm,Sn,Sn_l)

seV |
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Model Training by Maximizing Entropy

Hak kaCm Sn nl)
- ZHak fkscm’sn’snl)

seV

(S‘CmD n’ n 1)

= arg max ZZZlog[ (S‘Cm’Sn’S”—l)]

[=] seq; m

Q = {q LIS < L} : total set of concept sequences
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Structural Concept Sequence Generation

/ | \ \

leave the  building quickly

Traverse the semantic parse tree in a bottom-up left-to-right breath-first
mode I

‘ For each un-processed concept unit on a parse tree, generate an optimal ’

concept unit in target language via the procedure

Repeat until all units in the parse tree in the source language are processed I ’
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Feature Selection in Maximum-Entropy-
based Statistical NCG

Source C| ¢ C, Cy

Baseline 7(4) _ ( ko Lk Gk Gk )
Features A R R
26) _(.k &k _k _k _k
Augmented k —_ S+1 ’ CO ’ C_|_1 ) SO 5 S—l

Features on
=EE|[SINOljolo] =B = new features derived from both source language and target language

= Trained on parallel tree-bank
= Strengthen the link between source language and target language
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Conciseness vs. Informativity of Concepts

* Define minimum number of distinct concepts
Conciseness _ _ _
* Reduce labor-extensive, time-consuming

annotation process

 Improve NLU parsing

Define concepts as informative as possible
Informativity I

Concept generation largely relies on the

sufficient information provided by each

concept

Improve NCG
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Examples of NCG with too Concise Concepts

/|WHQ || AUX || SUBJECT || ACTION || TIME | \ /WHQ AUX || SUBJECT || ACTION TIME \

What did you eat yesterday Where did you eat yesterday
Il ig!
[SUBJECT| | TIME | | ACTION | | WHQ | |SUBJECT| | TIME | | ACTION | | WHQ |
i HER T 4 \/

\ /\w HER %o EmE X/

= Two input English sentences with SAME set and order of concepts generate two

DIFFERENT concept sequences

= The concept WHQ is too concise that it is not informative enough to discriminate

the different generation behavior between (WHQ, what) and (WHQ, where)

= Featuresof £ =(s",c*,s5,s%) and f(s)—(ﬂ,co,cfl,sé‘,sfl) not helpful
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Using both Concept & Word Information

\_
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Features using both Concept & Word Information

Concept Sequence: C = {cl,cl,---,cM}

Word Sequence: W = {Wl, Wyttt WM}

p(S‘Cm’CmH’Wm’Wm+1’Sn7Sn—1):

- —
o g(fk( ),S,Cm Comtl s Wi s W1 55 asn—l)
: :I I k

L M -1
y y: y: log [p(S|Cm9cm+lﬁwm9wm+l’sn9‘gn—l)]

[=1 seq; m=1

o, = arg max
(24

Optimized on parallel treebank: QQ = {u V) ‘1 <I<L }
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Multiple Feature Selection

= Sparser data because of higher dimensional features
Problem I

= Additional sets of features in ME-based concept generation

Strategy

= Multiple sets of features represent context information in

both the source and the target language at different levels

Example Feature A: f(s) = ( +1,C§,0f1,S§,Sﬁ)

kK —k —k k
Feature B: fk —(+190090+19W0>W+19S0>S )

H akgk (fk(s)’s’cm Comt15Sn !Sn—l)

Z H k( ),S 2Cm sCms1>Sn >Sn-1 )
seV
= arg max Z > Z e |

1=1 seq, m= 1 I I akgk(fk(”’sﬂcm’cm+lawmﬂwm+lasnasn—l)

+ log

k
—(7 —
gk( k( ),S,Cm SComnt1 >Wm sWm+1>5n 9sn—1)
I I oy
k J
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Experimental Setup

statistical interlingua-based

A e speech translation
Language Pair English — Chinese (Mandarin)
Domain medical and force protection
Corpora 10,000 annotated parallel sentences
Vocabulary size 3000

Size of Concept Set 638
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Experiments on ME-based Statistical NCG

Description I

Evaluate on primary concept sequences that represents the
top-layer concepts in a semantic parser tree

Concept sequences containing only one concept are removed
as they are easy to generate

Specific set of parallel concept sequences that contain the
same set of concepts in both languages

5600 concept sequences are selected, 80% for training and
20% for testing

Random partitioning of training and test set for 100 times
Average error rates were recorded

Worst-case test: sequences appear in the training corpus are
not allowed to appear in the test corpus

Normal-case test: sequences appear in the training corpus
may appear in the test corpus
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ME-NCG Experiments with Forward Models

Training set Test set
NCG Methods
(SER / CER) (SER / CER)
E;:iihff;ztllce(}mth 14.0% / 8.8% 28.0% / 18.9%
k
;ﬁaﬁ?ﬁeﬁg parallel 6.2% / 3.5% 21.7% / 14.1%
k
+ concept-word 0.7% / 0.4% 20.2% / 13.1%
features £”) O B
+ multiple feature 0.7% / 0.4% 17.4% / 11.4%
selection ( fk(S) n fk(7) ) fk(“)

A concept sequence is considered to have an error during measurement of sequence
error rate if one or more errors occur in this sequence

Concept error rate, on the other hand, evaluates concept errors in concept sequences
such as substitution, deletion and insertion
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ME-NCG Experiments with Forward-

Backward Models

Training set Test set
NCG Methods S ,
(SER / CER) (SER / CER)
Baseline NCG with 9.1% / 5.5% 24.4% / 16.4%
basic feature fk(“)
:Oiage fon parallel 5.7% / 3.2% 17.8% / 11.6%
k
;ezfu‘;‘;zp}'g)vord 0.5% / 0.3% 17.7% / 11.5%
k
+ multipl feature
0.5% / 0.3° 15.8% / 10.4°
selection Tfk + f k )f k(4) /o /o /o /o
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Experiment on Statistical Interlingua-based S2S

Translation Methods ]? k(4) ]7 k(s) (f k(S) + f k(7))

Text-to-Text 0.536 0.578 0.605

Speech-to-Text 0.437 0.469 0.489

Bleu metric (proposed by Kishore et. al.) measures MT performance
by evaluating n-gram accuracy with a brevity penalty

Al 1 if c>r
Bleu = BP -ex w lo BP =
P(; O pnj {e(”/c) if c<r

D, :n-gram precision rate W, : n-gram weight = BP : Brevity penalty
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Summary

Attack the problems of feature selection during maximum-entropy-

based model training and concept generation

New concept-word features proposed that exploit both information at

both concept level and word level

Multiple feature selection algorithm combines different features in
maximum-entropy models to alleviate data-sparseness-caused over-

training problem

Significant improvements are achieved in both concept sequence

generation test and speech translation experiments
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