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Motivations

O

Participate to this CSTAR initiative, although we don't
work on CE, JE, IE, AE

B Work for the subjective evaluation (CE)

B Run some commercial (hand-crafted) systems after
"tuning" them to the campaign (user dictionaries)

Study interesting questions/hypothesis

B Can commercial wide-coverage text-MT systems be
used for speech-MT?

B |[s it true that the subjective evaluation can be made
less expensive by changing its setting ?

B How does the set of reference translations influence the
evaluation scores produced by BLEU, NIST, ...?




Some commercial systems

[1 Atleast 6 JE/EJ on the shelves at Akihabara

B Fujitsu (ATLAS v13), IBM (honyaku no o sama v5), Toshiba
(The honyaku), Logovista (Logovista-Pro-2007), TechnoCraft
(robofuudo v8.2), CROSS (med-transfer v5, pc-
transfer+honyaku-studio)...

[l and others in Japan (commercial or in-house)

B Sharp, Oki (Pensée), NTT (ALT/JE, ALT/Flash), CSK (?),
Hitachi (HICAT)...

[1 Elsewhere

B West: Systran (35 pairs, building more), Softissimo (Reverso),
Linguatec/Lingenio (PC-translator, based on LMT),
WordMagic, Comprendium (based on METAL)...

B East: many CE/EC systems, notably Xiamen (Néon, Pr.
Shi)...

[l For more, see the Compendium of MT systems
B EAMT, J. Hutchins




Types of MT systems

O

One should distinguish between
B OBJECTS (intermediate representations)
[J linguistic architecture (see Vauquois' triangle)
B PROCESSES (how to compute them)
[J computational architecture
PROCESSES can be
B Dbasically HAND-CRAFTED
0 RBMT, KBMT
[0 * corpus-induced data (terminology, phraseology)
B Dbasically MACHINE-LEARNED from // corpora
0 SMT, P-SMT, EBMT
[ corpus with £ deep linguistic annotations (seg.—sem.)
B BOTH: e.g. Microsoft MTS (transfer only learned)
=all commercial MT systems are basically hand-crafted
B ==> nteresting to compare with machine-induced MT
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Systems run for IWSLT-04

Tuning TSR

Pair System(s) | (on training Llng:JIST(IC

only) analysis
AE Systran-5 - -
CE Systran-5 | User dict. -

User dict.
IE Systran-5 -
y (50%)

JE Systran-5 - Tomokiyo
JE ATLAS-2 - Tomokiyo




SYSTRAN v5 — diagram
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SYSTRAN v5 — text

[l Descending transfer

B Morpho-syntactic analysis (MA)
[l FST used since =1996 (from Paris VII, Gross & al.)
[J Output is a wFSA
1 1 "solution" (trajectory) chosen

B Syntactic analysis (SA)
L1 1 variant per target language (# decisions)
1 "rules" in fixed procedural framework (C macros)
[l works on a kind a linear "chart" but not "chart parsing"
[1 deterministic: no back-track, one-path.

B Transfer+generation (T+G)
L1 also procedural ("rules"), one-path

[1 Modern features
B XML-based workflow
B [nteractive disambiguation of wFSA possible (since v5)




ATLAS (Fujitsu) — diagram
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ATLAS (Fujitsu) — text

O

O O

Interlingual pivot (pre-UNL, by same author, H. Uchida)
B Enconversion

[1 1 integrated component written in a rule language
B (ancestor of current EnCo, see UNDL web site, book)

B Deconversion

[1 1 integrated component written in a rule language
B (ancestor of current DeCo, see UNDL web site, book)

Heuristic programming, but low-level (large # of rules necessary)
B non-deterministic: depth-first, back-tracking, one result only
B variables/features: boolean only (U N 2 C unavailable)
Impressive dictionary size

B 586,000 entries at MTS-01, 1.5M entries at ACL-03

B >5,440,000 entries now! Our version: 950,000 entries

B Used corpus-based techniques to multiply dictionary size
Very good integration (translation memory, editor...)

(One of the) best text MT system(s) in Japan for > 20 years
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Tuning done on Systran

O (CE, IE, JE, AE)

preprocessing

[l encoding

[1 separating the ids from the text

choice of batch parameters

L1 choice and priority ordering of dictionaries (user, general)
[1 handling of capitalized words (don't translate)

1 handling of not found words (NFW)

[] presentation if multiple lexical translations (7 only)
building a user dictionary

L0 CE: 97%
B 400 NFW in training corpus (dev forgotten!)
B 12 NFW in test corpus

O IE: =50%
B 1200 NFW in training corpus (dev forgotten!)
®m =30 NFW in test corpus

0 JE, AE: none

11



Tuning done on ATLAS

(JE only)
B preprocessing
[1 encoding
[1 separating the ids from the text
B postprocessing
[1 removing of annotations and NFW marks
B we did not build/use

L1 user dictionary (no time)
[1 translation memory (did not know how!)
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Remarks on |E training corpus

At some places, there seem to be

English chunks instead of their Italian translations
2 ah 1am0 la IE_ TRAIN 12108\Yes, we have the Where,

and The City Guide.
— 0ngratua1z10n1 Henry. [E_TRAIN_01045\Congratulations, Henry. I'm
Sono fehce di sentire del Suo fidanzamento con|, -
Tane ldelighted to hear of your engagement to Jane.
_TRAIN_01049\Deve essere stato un grande [[E_TRAIN_01049\It must have been a great
<shock r Lei. shock to you.
—TRAIN_01726\Potrebbe pagare alla IE_TRAIN_01726\Could you pay at the front
reception, prego? Idesk, please?
IE_TRAIN 02516\Sono contento di averLa IE_TRAIN_02516\I'm glad I met you. Thank
conosciuta. Grazie. lyou.
IE TRATN 06501\Quiparla 1'o eratore dell' [IE_TRAIN_06501\This is the operator for
International Telephone Call Service.
_ G-O- ,
R-O-H [E_TRAIN_09747\It's spelled G-O-R-O-H.
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Objective evaluation (Systran)

official (with case + punctuation)

BLEU4 NIST METEOR WER PER
| Spontaneous speech 0.0344 2.7374 0.3178 0.87129 0.743063
additional (without case + punctuation)
BLEU4 NIST METEOR WER PER
| Spontaneous speech 0.0406 2.8625 0.3184 0.880529 0.720287
official (with case + punctuation)
BLEU4 NIST METEOR WER PER
[ Read Speech 0.0536 3.7390 0.3210 0.805919 0.687017
official (with case + punctuation)
BLEU4 NIST METEOR WER PER
[ CRR 0.0366 2.685 0.3178 0.858339 0.726484
additional (without case + punctuation)
BLEU4 NIST METEOR WER PER
I CRR 0.0749 4.4256 0.3694 0.780118 0.643764
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Chinese segmentation problems

(Systran)

P (history) B 2% #k (

to be interested)

be interested in history

Pl oi(employer)x(can)it
D) G

employee can take several days off by turns

N B m Evanston
® % = B K B %
Fko 3% gumbo

#

yéiiz(soupe)T

%‘%

¥ (sculpture) X X #(be
interested)

interested in sculpture

i EHr(proper name)

Memphis

W2 M (Richard) JF /R

Xﬁm

Richard Paulman
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Additional translation runs

Remember Systran is "bad" for CE, JE, AE

B insufficient investment
B no tuning at all on spoken utterances (quite #!)

(1) Read speech: J-E translation by SYSTRAN

BLEU NIST

ASR output (Read
speech)

SYSTRAN 0.0755 3.7685

(i1) Read speech: J-E translation by ATLAS

BLEU NIST

ASR output (Read
speech)
(ii1) Read speech: A-E translation by SYSTRAN

ATLAS 0.1084 4.4295

BLEU NIST

ASR output (Read
speech)
(iv) Read speech: I-E translation by SYSTRAN

SYSTRAN 0.049 3.6202

BLEU NIST

ASR output (Read

speech) 0.1368 5.1528

SYSTRAN




Types & sources of errors (Systran-JE)

Synthesis

When the utterance is euphemistic (4%), the particle
is always translated by “but”

Some of the utterances do not make sense without

Al . w7 » 7

context NUET L it cuts

When the first person subject is omitted in ZZTHRYET.

Japanese, it is always translated as “it” - “It gets off here.”

Interrogative pronouns and adverbs are always FARSEELE =TT,

(incorrectly) shifted at the end of the translation = “Is the opera house where?”

Many daily life idiomatic expressions are not :‘é E;f LELT - ‘Tt'o(‘j"’ doing.”
. . . . . o ¢ o0es.”

contained in the SYSTRAN dictionaries k55, - “Way if."

EXLEEW0WDTY,

Requests or invitations are not always well
translated

- “|t is to like to order.”
—RICITEEL LD,
-~ “|t will go together.”

When the valency of the verb for two expressions
in Japanese and English is different, the
translation is almost always wrong

BN 3, ~ “Chill does.”

Aspect of Japanese predicates is not correctly
rendered in English

MEHERICENT LEVWELL,

= “The air ticket was forgotten in the house.”

Positive point:
lexicalized Japanese politeness is correctly handled

ZDEFEYSTICHEFET N,
= “Without cutting that way, please wait.”




Types & sources of errors (ATLAS-JE)

Effects of segmentation errors

BHUERH Y EHA BEFE L T
mH TIEWE TLE £ #
FEWIEIT R A.

The television cannot be
Mused after the

take off-which-apelogizes
and-retis—

The turn is composed of 3 turns, but ATLAS has translated
it as two turns with a relative clause”

NIZTERTEHY
FHA D ZHFLEGZS M
MUBZ L &£7.

If sleep which is not no lead
is hope, | will change this.

The turn is composed of 3 turns "Ch (X EEh T (L H Y
FHA 7,77 FE A57 and " RRUEZ BLU £97,
but ATLAS has translated it as two turns with a relative
clause, because the sentence final particle ”#a” is not
recognized.

Table 1: Segmentation errors (ATLAS JE)
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Types & sources of errors (ATLAS-JE)

Not handled spoken language phenomena

BLULRHYEHA BERE L T HH5
ThWE TLE 2 @l £V TR EHA.

The television cannotw be
used after the take off which

apologizes and not is.

Verb “ Tl &”

PO THET M S T FHTEE D
fRiE L %N £9.

Whether /%% can be reserved
cannot be guaranteed ® > THF 7.

Verb “x 3%~

Z—2&EENIFANEATY.

Food - &£Z&h is 600 yen.

Phatic“z—o &”

LIgi 3 Bk %2 95 0 B iFE TL I
THESRRF—DADEKD HY
Y

It was liked to play baseball and skiing
is interesting yet now before.

Conjunction “T#%”

0o Ta FHIENET ESECH
Tl

(*S) cuts (*0O), and there is a hand now
and (*S) sees please.

Polite expression

B Ty FE R TE 9.

(*S) sleeps M it is excellent.

Modal particle “#a”

RAVEDD HD E—FBRVLDTY
M HEE L FH AN D TY.

English cannot be read as German
& 5 though it is the best.

Referential noun “®”

T RER O BFELLS bbb
FINERYVERA OT T EFE TE.

Please <iA bizlFn(L7a V> note (*0)
<sit-down> nice of the tile washing
machine.

Modal expression
“RITNIERYERA

BE — B T TH XA M E O D
Z—DPULENS Z&EHHY XY

The weather for one usual week it yet
might be late of <badness> L\ Z.
least

Phatic “Z—~

DLIEVELE L4 | #F5 T

Please wait a little SM

ce y.

Polite expression
“MLZF Y ZEL7Z” and Honorific

WEBROFWEEENELLINDI
£ThT—TY.

These by which person ;& of earthen
f#1%% is bought are all sleeps.

expression “fil”
Honorific expression “ff”

ZEO5Tdhbhé — B AL THEEL
9.

(*S) <aspect> has, (*S) sleeps, and
(*S) will land in about another hour.

“>fa’’ in dialogues

HMEH-BESL TFOBEZD EI D
BHEDOHICCENET.

It is in the corner of the man in guest
Z 5 5TY oral D building

Deictic expression 26 5
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Types & sources of errors (ATLAS-JE)

Problems coming from the dictionary

B 850,000 entries still not enough (maybe 4.5 M are?)

FEREENCEVETEOBHETS
TP,

Which color with #x&#% yellow is favor?

Special words 7%, &, #%”

WWZXZFDO R7ZEZHTHS AIC
A S RiFnEEUEsa.

It is necessary to turn right after (*S)
goes out of the door oF EHAZ 2.

Deictic and anaphoric word Mots
déictique et anaphorique "M~

CHAICBITEH TR D
754 MFon— & BA ZE B &R
ENTFEW

The name by which the flight-number
and staying of f#1Z& £k hello are taken

Honorific word “#] & #&”

594 O BE XA vF E—A D TT
LOOFBEBREBH IS H 0
% TY.

D¥E # of <one person> T L is a thing
to adjust the volume. the power supply
switch of the radio

Special word “DF H”

HEHDBS LESS BHFE T —
BE LA IC I #REELET EY.

Guest 5 LIE5< is waited and |
present the answer within one week.

Special word “H 5 LIX5<”

HMEXRCBS TIOBERZED EILD
EMHDOHICIETNET.

It is in the corner of the man in guest
ZB 5T oral £ building

“HE

Deictic word “Z 6 5~

HELDRKEMEPRIFEESL D ITRES
NTWET.

A big party there is preserved in the
commemoration way.

Deictic word “&»H 5~

WWX F/= TY.

WWREALTT.

Special word “(\(VZ”

—BESDVAISYIFETHS
=+45:8< #rY £T.

The nearby restaurant hangs in the
vicinity for 30 another minutes in the
car.

Semantic ambiguity of verb
“Hnd”




Types & sources of errors (ATLAS-JE)

Problems in the input Japanese text

and consequences on ATLAS translation results

N\

Po—_
%@Jﬁ LI IS 13 BR % 8 H L
BT 7.

minutes.

BH)I=a RILIZETT. The soul is about three person dollar. ?
A
LOEIIFEODOYACEBR)TT. My country is apple & B of China. ?
The take off is served and | will serve lunch within 30 | BffE %= — BffE %

Frox)IE ZTTVERA:

apologizes and (*S) does not exist.

L (3N ER)CT & FERN L £9. | It will be a guide of the rest room that an in-flight high | & — &%
school has (*0).

FWslLoy bh—RKR % ZFIHITEIT £3 | The yes credit card can be had to be used and the %5 > FEZ5
— KizEY R4 — card where (*S) returns is visa
TXOhIOVRTVR TH.
EWVE T +9 FEE E ID)—D It is a tile car and there is one every about ten EEIC—
ZEWET. minutes. NDEZAIT
CHEL T ERIT IR TT AT Cosmetics which have (*O) <here> must rise by data | 2T 7—% —
T=4 T E> TFEL. in placing by the second floor. ILR—%
Yo THET MM £ FHTES D Whether 5> 5% can be reserved cannot be nS F > nd
fREE U 3&42 £ 7. guaranteed ® > THE 7.

|BLURHYEEHA S D R % There are no place IZ# five channels now since (*S) ICZ& — ICI1&




Types & sources of errors (ATLAS-JE)

Most Japanese spoken language

characteristics are not processed by ATLAS
B (of course as it is prepared for "clean texts"

HETT FE R TE EY.

(*S) sleeps though it is excellent.

Back channel particle “#” is not
recognized, but is interpreted as the verb
“{'5'6”

= .

KAVED N 55 &E—BRLND
TY 4 KEE (2 HE 2L O TT.

English cannot be read as German 7$
# % though it is the best.

Anaphoric pronoun “®” is not
recognized.

T EE# D EBEFELS bb
TFnEZVEHA OT I EFE
IEIAR

Please <ih HxlFhif7zY> note (*0)
<sit-down> nice of the tile washing
machine.

Modal expression “ZzlF (LY FHA”
is not recognized.

BE —EM T TH XT A EL\ | The weather for one usual week it yet | Phatic “Z —” is not recognized.
bZ—2VUENS Z&EH HY might be late of <badness> Vb Z

£7. least

PLZFEVELELL. H D Please wait a little standing on However, politeness expression

T,

ceremony.

“MLZEVYEKLL” and honorific
particle »ffl” are recognized.
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Participation to subjective evaluation

Setting

B Fluency
[1 2 English teachers, native speakers
[1 + a French to help 1 of them (agreement on grades)

B Adequacy

[1 1 Chinese Master student planned (<31/8) Wei W.
[1 Some delay — 1 Chinese PhD student (Cao WJ)
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"all results in parallel”: costly setting

B |nitial suspicion: comparisons slow the process
L1 there can be N log N comparisons (=100 if N=20)

B For fluency & adequacy

[1 Time divided by >5 if no comparisons done
B Don't present several outputs of same input together

task [ grading | comparing | grading max # of Total time .
cost (1 res.) | 2results | screenful | comparisons T Hypothesis
Suspicion
N outputs u v Tg=Nu | C=Nlog, N (N+C)u l.5u=<v=<2u
on screen

T=200u
N=20 u v Tg=20u =~ 100 =[8..11] Tg 170u<T=<220u
Worst 60180
(real) case |u=39s| v=20s |Tg=3mn|=50—80—100|20—30—40 mn 1000~—167)0—2+(-)00 q
(C/2)
If C/2 u=39s| v=20s |Tg=3mn =~ 50 =20 mn
Grading
without Tg =3 mn 0 3 mn
compar.
Grading . .
CE Turns | Screens Total time Gain
Cao W] 5400 270 Tg =3 mn 0 13.5 hours
IWSLTO05 T=9-10 4—5 days=

= =~ ? =

figures | Y77 mn 20 36—40 hours I




Remarks on adequacy evaluation

1 Judgments are

biased by bad fluency
not task-oriented

[1 In the future: multiple choice understanding
questions?

[Mitkov 2006] 3mn/question with machine help

If 10 questions/page (BTEC: 1 page = 40 sentences)
= 30mn preparation

= |f 1mn to answer 1 question

= then 10mn/page/evaluator

= and =5mn/screen instead of 3mn/screen

= but

= better measure

= 3 evaluators might be enough (better agreement)
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Task-related objective measures?

Reason: n-gram based measures inadequate

B Callison-Burch C., Osborne M. & Koehn P. (2006)
Re-evaluating the Role of BLEU in Machine
Translation Research. Proc. EACL-06, Trento,
April 3-7, 2006, ITC/irst ed., 8 p.

Fear: task-related measures too costly
Possibilities
B [f goal = HQ translation

[l measure postedition time (cf. METEQO, Spanam)
[1 no added cost (beyond adapting translation editor)

B [f goal = understanding

L1 not possible at O cost for all situations
L1 If Web + e-commerce: measure # "buying acts”
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Conclusion (1/2)

[0 Experimenting with Systran, ATLAS

worse "objective" grades than other systems
but
1 all but 1 or 2 got dismal scores anyway

[J inadequacy of scores confirmed by subjective evaluation
B subjectively, they are not worse than the others !

[0 Analysis of source of translation errors

Systran, ATLAS are built for "clean" texts

[J don't handle most spoken language phenomena

[J tunable only at dictionary level, which is not enough
SMT systems

[1 lower scores than in IWSLT-05

[J main reasons:

B |ack of data: development set = 25000 w, too small
B different nature of training set and development set
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Conclusion (2/2)

O

Participation in the subjective evaluation
B proposal: reduce the cost of subjective evaluation
[0 by not presenting outputs for same output together
B proposal: better (task-oriented) & cheap objective measures
[0 measure postedition time, or compare number of buying acts
Objective measures
B can involve human work
B have no added cost if embedded in normal workflow
Initial questions
B Can commercial wide-coverage text-MT systems be used for speech-MT?

[J no, or developers would have to do a lot of work

B s it true that the subjective evaluation can be made less expensive by
changing its setting ?

] yes

B How does the set of reference translations influence the evaluation scores
produced by BLEU, NIST...?

[0 not done for lack of time, human resources
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The End!

Thanks to ATR for organizing this IWSLT-06
B and to our reviewers
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