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The 8th NICT IVS-TDC Symposium

Hiroshi Takiguchi! (htaki@nict.go.jp), and Yasuhiro Koyama?®

L Space-Time Standards Group, Kashima Space Research Center, National Institute of Information
and Communications Technology, 893-1 Hirai, Kashima, Ibaraki, 314-8501, Japan

2 Space-Time Standards Group, National Institute of Information and Communications Technology,
4-2-1 Nukui-Kitamachi, Koganei, Tokyo, 184-8795, Japan

The 8th IVS (International VLBI Service for Geodesy and Astrometry) TDC (Technical Development
Center) symposium was held at Kashima Space Research Center (KSRC) of NICT on 18th February
2009. This symposium is held once every year to exchange the recent results and achievements related
with technology developments of VLBI and other fields.

This time, 26 oral presentations and 3 poster presentation were presented at 4 sessions (”Software
Development”, ”System Development”, ” Astronomical VLBI”, ”VLBI Experiments and Data Analy-
sis”). In total, 39 researchers and students from 9 institutes (Geograhical Survey Institute, National
Astronomical Observatory, Japan Aerospace Exploration Agency, Shanghai Astronomical Observatory,
Yokohama National University, Kagoshima University, Hokkaido University, Elecs Industry co., 1td.,
and NICT) attended this symposium.
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Figure 1. The symposium participants and the Kashima 34m antenna.

In each session, the interesting topics were presented. Especially at the System Development session,
almost all presentations which considered VLBI2010 were reported. First, the technical developments at
Kashima Space Research Center of NICT were introduced. At the status report of the development of
next-generation AD sampler (ADS30004), the author evaluated various sample mode, and obtained 4
Gsps fringe finally. And also, the present status of the compact VLBI system (MARBLE) development,
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and the proposal of VLBI Data Interchange Format (VDIF) as a common data format for flexible data
processing at eVLBI were presented.

As for the topics of astronomy, the VLBI application for the VRAD mission of Japanese lunar explorer
program KAGUYA, the activities of Chinese VLBI Network, and the observation of black hole structure
were reported.

And also, the studies of development of a GPS software receiver and the computation of ray-traced
troposphere delay were presented. These studies achieved high-speed computation by using GPUs.
The presentation by students of Yokohama National University were very interested. Two students
have researched to dissolve the delay of Earthquake Early Warnings (Kinkyu Jishin Sokuho) that was
provided by the Japan Meteorological Agency (JMA) in the digital TV.

At the lunch break, a brief tour of the new compact antenna was offered. That antenna is a part of
compact VLBI system named MARBLE (Multiple Antenna Radio-interferometer for Baseline Length
Evaluation). The presentations about that antenna were also presented in this symposium.

Additionally, as the 20th anniversary of Kashima 34m antenna building memory, we offered special
keynote presentation by Professor Kawaguchi of National Astronomical Observatory (see page 36).

We would like to thank all participants for the contribution to fruitful symposium. Here we have 9
papers in the proceedings. It would be our pleasure if these are useful to many persons. The materials
of these presentations are available on the web at
http://www2.nict.go.jp/w/wlld/stmp/ivstdc/sympo090218/tdcsympo8.html (in Japanese).

Figure 2. The state of the symposium.



Development of a GPS software
receiver based on K5/VSSP
and a GPU

Tadahiro Gotoh, Thomas Hobiger, Jun
Amagai, Yasuhiro Koyama, and Tetsuro
Kondo

Abstract: Graphics processing units provide low-
cost massive parallel computing performance,
which can be utilized for the implementation of a
GPS software receiver. In order to realize a real-
time capable system the crucial stages of the re-
ceiver should be optimized to suit the requirements
of a parallel processor. First results from such a re-
ceiver development are presented together with a
short overview of the hard- and software systems.

1. Introduction

Driven by the increase of CPU performance
GPS/GNSS software receivers have become more
and more popular as they offer a flexible and ex-
tendible platform for development and testing of
new applications. Such a software radio can not
only mimic the functionality of its hardware coun-
terpart, but allows the user to carry out the sig-
nal processing chain with unprecedented floating
point precision. Basically, software receivers can
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take over all the functionality of the hardware ra-
dios, once the digitized signals are accessible on
the personal computer, but even modern multi-core
CPUs are not capable of handling several chan-
nels in real-time. Thus, graphics processing units
(GPUs) seem to be a possible way to go to over-
come this drawback, without suffering the loss of
the advantages a software receiver could bring.

2. Hard-ware stages

As mentioned before, software receivers require
that the RF signals are down-converted and dig-
itized by hardware components before they can
be processed on the PC. Moreover, as the system
which has been developed in this study is not only
dedicated to GPS but can be also used for time-
transfer applications using PRN-code like signals,
flexible and robust hardware parts have been de-
ployed. Several equipments which have been orig-
inally developed for Very Long Baseline Interfer-
ometry (VLBI) are used beside other off-the-shelf
components. Figure 1 displays the hardware com-
ponents which are utilized for the down- and ana-
log/digital (A/D) conversion.

The RF signals, which are also processed by
a commercial hardware receiver (JAVAD), are
received from standard geodetic GPS antenna
(Ashtech choke-ring antenna). Thereafter L1 and
L2 signals are down-converted to two intermediate
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Figure 1. Hardware components which are used for down conversion and digitization of the GPS signals.
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Figure 2. Schematics of the real-time software receiver, running on the GPU. The numerically controlled
oscillator is updated via the Doppler tracking loop, ensuring a continuous tracking of the carrier phase.
Delay tracking is performed via proper variation of the read-pointer which feeds the FX engine with data.

frequencies using a phase locked oscillator operat-
ing at 1380 MHz. These intermediate frequencies
are fed to a video converter where they are mixed
with the 2nd local oscillator running at 193.42
MHz. After this stage the signals are digitized
via a sampler, which has been developed for VLBI.
Since the digital signals are output via an USB 2.0
interface they can be directly handled by a PC. Al-
though displayed in Figure 1, processing of L2 sig-
nals has been currently signals turned off and will
be implemented in the near future. Thus, in the
following the usage of L1 C/A code is considered
only. Basically, a dual-frequency receiver can be
realized from the following description by adding a
second GPU which is dedicated to the processing
of L2C code signals.

3. GPS software receiver implementation
on a GPU

Based on the conclusion that an FX architecture
has the potential to support real-time applications,
a GPS software receiver has been designed and im-
plemented by the help of CUDA [1], which provides
a convenient interface for developing and porting
programs to the GPU. Figure 2 shows the schemat-
ics of the complete multi-channel architecture, in-
cluding the delay and Doppler tracking loop.

For high-sampling rates data can be read from
a hard-disc, but for moderate sampling rates it is
possible to run the receiver in real-time mode, read-
ing the data-stream via a ring-buffer. Each update
Doppler loop cycle is used to transfer the results,
i.e. delays, phases and amplitudes, back to the
CPU and to copy new sampled data to GPU mem-
ory. The K5/VSSP sampler[2], which is used for
this study, provides quantization levels of 1,2,4 and
8 bits and sampling rates up to 64 Msps. One and
two bit quantization lead to a significant decrease
of precision of the obtained observables. On the
other hand, the four and eight bit representations
don’t differ significantly. Therefore, four bit rep-
resentation seems to be the best trade-off between
data-size and quality of the analog signal represen-
tation. Decoding of the of the bit-stream, which
is transmitted via the USB bus, can be done effi-
ciently on the CPU by the help of a look-up table
and the unpacked signed integer values can be filled
into the ring-buffer where they are waiting to be
transmitted to the GPU. If data is expected to be
processed off-line, the incoming bit-stream will be
recorded to hard disc at first, and decoded directly
before it is sent to the GPU.



4. Results

4.1 Verification against hardware receiver
output

Since the JAVAD hardware receiver tracks the
same signals which are fed to the software receiver
chain, it is possible to compare the obtained ob-
servables since they are expected to differ only by
a constant offset caused by different cable lengths.
Figure 3 displays the results from such a compar-
sion for a selected PRN.

Javad - GPU receiver, PN15 C/A

nanoseconds

minute, 2009/01/26 10 - 12 GPST

Figure 3. Javad vs. GPU software receiver. Differ-
ences of the C/A code delays obtained for PRN15
on 2009, DOY 26 at 11:00 UT.

4.2 Formal error of the observables

Based on the 1kHz raw-output, one can apply a
linear least-square fit to each 1000 data-points in
order to obtain 1 Hz phase and delay observables
which can be processed by geodetic analysis soft-
ware packages. The residuals from these fittings
can be used to calculate root mean square (RMS)
values for each PRN. These RMS values can be in-
terpreted as formal errors of the observables and
are expected to be mainly dependent on the ele-
vation angle. Figure 4 shows results for different
PRNs, which validates the elevation angle depen-
dence of the formal errors.

5. Outlook and fields of application

The GPU seems to be an ideal candidate for the
realization of a GPS software radio as it offers huge
parallel processing power and supersedes the CPU
concerning cost/performance. In order to realize
a real-time dual-frequency GPS receiver one could
equip a PC with two GPU cards which would allow
separate processing of L1 and L2 signals. Despite
other GPGPU applications, the available band-
width of the PCI bus does not appear as an addi-
tional bottle neck, even if data-rates up to 64 Msps
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Figure 4. RMS of the delays for different PRNs,
together with their elevation angle at 2009/DOY
26, 11 h GPS time.

would be sent between the CPU and the GPU.
Like any other software receiver, the realized im-
plementation is very flexible and can be adapted to
new signals or applications without huge modifica-
tions. Moreover, testing of new algorithms or cre-
ation of innovative applications can be done within
very short development time. For example, the
GPU software receiver has been successfully ap-
plied to time- and frequency transfer experiments,
which operate with similar PRN code signals as
GPS. Other applications like mitigation of multi-
path and ionosphere monitoring are under devel-
opment.
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Accelerating the computation

of ray-traced troposphere
delays by GPUs

Thomas Hobiger (hobiger@nict.go.jp),
Ryuichi Ichikawa,

Yasuhiro Koyama,

and Tetsuro Kondo

National Institute of Information and
Communications Technology

4-2-1 Nukui-Kitamachi, Koganes
184-8795 Tokyo

Japan

Abstract: The computation of ray-traced slant de-
lays from numerical weather models is a demanding
task, if a large number of rays have to be processed
or if real-time operation is anticipated. Thus, ray
propagation solvers have been ported to graphics
processing unit (GPU), which provides huge par-
allel processing performance at low cost. A com-
parison with results obtained on the CPU verify
that modern graphic cards can provide identical re-
sults, but significantly accelerate the computation
by nearly a factor of 20.

1. Introduction

The direct usage of ray-traced slant delays for
space geodetic techniques has been recently con-
firmed [Hobiger et al., 2008a] and a dedicated soft-
ware package named “Kashima Ray-tracing Tools
(KARAT) “ (described in Hobiger et al. [2008b])
has been developed for this purpose. Nevertheless,
even sophisticated algorithms do not allow to com-
pute more than about 1000 rays/sec. on a stan-
dard single core CPU. Considering that an aver-
age type 30-sec RINEX observation file contains up
to 30,000 rays/day it becomes clear that this per-
formance is not enough to handle a large number
of stations and/or provide ray-traced troposphere
corrections in (near-) real-time. Taking into ac-
count its reasonable cost w.r.t to modern CPUs,
the GPU as an alternative parallel processing plat-
forms seems to be an ideal candidate for running
the ray-tracing calculations.

2. Ray-tracing on the GPU

Driven by the demand of different scientific and
application oriented fields, video card vendors pro-
vide software tools which allow simple and straight-
forward software development running on the GPU
[Nguyen, 2007]. Based on the existing KARAT
modules, a parallel version of the Thayer algorithm

has been developed. Since the available memory
on the graphic card (table 1) does not allow to
store the complete weather model on the GPU a
special algorithm has been developed which selects
a dedicated region around the station for which
slant delays have to be computed (see Hobiger et
al. [2009]). In order to handle the iterative process
which steers the starting elevation angle until the
outgoing elevation angle meets the vacuum eleva-
tion angle (see e.g. Hobiger et al. [2008b]) each ray
is checked for this condition when the uppermost
layer is reached. If this criteria is fulfilled, the ray is
flagged and not processed anymore. If all rays are
flagged the ray-tracing is stopped and the results
are copied from back to the CPU. Details of the
algorithm can be found in Hobiger et al. [2009].

3. Results

Using the hard- and software components listed
in table 1 a ray-tracing comparison between CPU
and GPU based results has been carried out. Based

Table 1. Utilized soft- and hardware components

CPU GPU
Intel Core 2 NVIDIA GeForce
Q9450 GTX 280
Cores 4 240
Clock 2660 MHz 1296 MHz
Memory 4 GB 1 GB
Compiler g++ 4.3 nvee 2.0
(O Fedora 9 (64 bit)

on 24 hours of meso-scale analysis weather data for
July 1st, 2008 a total number of 30,000 randomly
generated rays for IGS station GMSD has been pro-
cessed on the CPU as well as on the GPU.

3.1 Differences CPU-GPU

The output from both runs was taken and dif-
ferences were computed in order to conclude on
systematics between the GPU and CPU solutions
for the obtained delays and bending angles. Figure
1 depicts the delay differences, yielding only neg-
ligible discrepancies in the nanometer range. The
systematic increase of the differences is assigned to
different treatment of floating point numbers (de-
tails discussed in Hobiger et al. [2009]). A similar
comparison for the obtained bending angles (fig-
ure 2) reveals systematic differences in the micro
arc second range, which is also negligible and far
beyond any accuracy goal for ray-tracing with nu-
merical weather models. The elevation dependent
pattern of the differences can also be related to dif-
ferent treatment of floating point operations on the
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Figure 1. Absolute values of the delay differences
(in nanometer) between the CPU and GPU results
for different azimuth and elevation angles (upper
plot). The lower plot shows the azimuthal mean
values using an elevation bin width of 0.02 degrees.

CPU and GPU. This is confirmed by the fact that
at 45 degrees a jump occurs, which can be assigned
to different implementation of trigonometric func-
tions.

3.2 Performance measures

In order to compare the ray-tracing performance
between the CPU and the GPU, a varying number
of observations (up to 30,000) has been processed.
The average performance, measured in ray/sec.,
is displayed in figure 3. Although the computa-
tion time on the GPU contains the overhead of the
data-transfer over the PCI bus, ray-tracing on the
graphic card outperforms the CPU already after
a few hundred of rays. If the number of rays ex-
ceeds 10,000 the GPU solution is already 12 times
faster and 30,000 rays can be processed in approx-
imately 1/18 of the time taken on the CPU. Due
to the fact that the number of parallel threads can
be distributed sometimes more and sometimes less
efficiently the performance curve of the GPU is not
steadily increasing, but reveals small jumps which
are also discussed in Hobiger et al. [2009].
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Figure 2. Bending angle differences (in micro arc
seconds) between the CPU and GPU results for dif-
ferent azimuth and elevation angles (upper plot).
The lower plot shows the azimuthal mean values
using an elevation bin width of 0.02 degrees.

4. Conclusion and outlook

Computation of ray-traced troposphere slant de-
lays is a time-consuming effort which can be re-
duced significantly if this task is carried out on
the GPU. It could be verified that results agree
well with those obtained from computations on the
CPU, leaving only negligible differences due to dif-
ferent implementation of floating point operations.
Based on these findings, the current ray-tracing
software will be revised and ray-tracing modules
will be replaced with those which support compu-
tations on the GPU. Thus, the usage of the GPU
will help to realize a ray-tracing service provid-
ing the user with troposphere corrections in (near-)
real-time, given that numerical weather models are
available as predictions. Moreover, other applica-
tions with a large number of rays (e.g. InSAR,
Foster et al. [2006]) can be now supported within
a reasonable amount of processing time. Since the
performance of GPUs is expected to continue grow-
ing similar to the last years, the relatively cheap
computation power of the graphics card appears to
be good choice for scientific problems, which can
be translated to parallel processing task, like the
one discussed here.
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Figure 3. Ray-tracing performance of the CPU and
GPU measured in rays/second. The solid line rep-
resents the mean performance together with the for-
mal error (at the 3o level) from GPU computations
for a varying number of rays. For each number of
rays 64 runs were carried out and averages, as well
as standard deviations have been computed. The
dashed line shows the corresponding single CPU
performance. The same processing scheme has been
applied to the CPU computations, whereas no error
boundaries are displayed as there has been hardly
any performance variation on the CPU.
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Abstract: At Kashima Space Research Center of
NICT, two main research projects are running.
One is the e-VLBI project for rapid estimation of
the Earth Orientation Parameters, i.e. dUT1 and
wobble parameters. The other project is to de-
velop Multiple Antenna Radio-interferometer for
Baseline Length Evaluation to demonstrate the ca-
pability to measure precise baseline length which
can be used as the reference for the other geode-
tic measurements like Global Positioning System.
For these projects, we are performing research and
developments of new hardware systems and soft-
ware programs for observations, data processing,
and data analysis. Most of these developments
are considered to be consistent with the concepts
of VLBI2010 and will contribute to realize the
VLBI2010 system.

1. Introduction

Discussions of the next generation geodetic VLBI
system, VLBI2010, started in 2003 under the aus-
pice of the working group 3 of the IVS. In the fi-
nal report of the working group, which was pub-
lished in 2005, key concepts of the VLBI2010 were
defined and presented. Following the discussions
made by the working group, the VLBI2010 com-
mittee was established under the IVS and the sta-
tus report of the committee was just presented in
the end of 2008. National Institute of Informa-
tion and Communications Technology (NICT) has
been performing research and developments related
with the VLBI observing systems and data pro-
cessing systems as the activities of Technology De-
velopment Center of IVS. Since the goals of the
VLBI2010 are to realize lmm position accuracy on
global scales, to realize continuous measurements
for time series of station positions and Earth orien-
tation parameters, and to decrease the turnaround
time to process the observed data within 24 hours,
a lot of technological developments have to be per-
formed. In this report, our current development
projects which are aimed to contribute for the re-
alization of the VLBI2010 concepts, are reported.
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2. Data Acquisition System

Since around 2000, NICT has been developing
K5 VLBI Observation System as the new VLBI
back-end system. In contrast to the previous K4
VLBI system, which was developed with the spe-
cially designed high-speed cassette tape recording
system, the K5 VLBI system can be characterized
as a system designed with the commodity prod-
ucts such as personal computers, hard disks, and
network components. This strategy has been quite
successful since both high flexibility and high per-
formance have been realized in the VLBI observa-
tion and data processing system. We have devel-
oped two classes of the data acquisition terminal as
the K5 system. One is the K5/VSSP (versatile sci-
entific sampling processor) system series (Kondo et
al., 2008) and the other is the K5/VSI system se-
ries (Koyama et al., 2008). The K5/VSSP system
and its next generation K5/VSSP32 are designed to
support current global geodetic VLBI observations
and are actually used for the IVS sessions at sev-
eral stations including Kashima, Tsukuba, Syowa,
and Koganei IVS stations.

On the other hand, the other K5 data acqui-
sition terminal, i.e. K5/VSI, has been developed
to support much higher data rate than the com-
monly used data rate at present. To input the
data streams from the VSI-H compliant devices,
such as the A/D sampler units, a special board
called PC-VSI board has been developed. The
board is installed in the PCI-X expansion bus slot
in a PC running Linux, and it can support high-
speed data transfer and recording up to 2 Gbps
with each board. By using two PC systems run-
ning Linux, each equipped with a PC-VSI board
and a RAID controller board, one K5/VSI record-
ing terminal (Figure 1 and Figure 2) can be con-
figured. Since the K5/VSI recording terminal can
record data streams input through VSI data ports,
it is considered to be a DTS unit with only DIM ca-
pabilities. One K5/VSI recording terminal consists
of two rack-mounted Linux operating PC units and
necessary auxiliary components like an LCD (liquid
crystal display) display, a keyboard, a mouse, and
a switch for the components. Each PC unit is in-
stalled with a PC-VSI board and a RAID controller
board on its PCI-X expansion bus slot. Sixteen 1
TB hard disks are connected to and controlled by
each RAID controller board to configure the RAID-
0 system. As the results, 32 TB of total data ca-
pacity and 4.096 Gbps maximum data rate have
been realized with each K5/VSI data acquisition
terminal. If the data are recorded continuously, the
total capacity can support recordings up to 17.36
hours. The capacity of the recording terminal can
also be enlarged by replacing the hard disk units
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if high-volume hard disks with more than 1 TB of
disk capacity become available in the future. Since
the RAID controller board is used in a Linux PC
environment, the data files can be easily accessed
from application programs as simple data files on
the Linux operating system.

Figure 1. K5 Recording Terminal (Front View).

3. Digital Back-end System

As the VSI-H compliant high speed A /D sampler
units, three series of the models, i.e. ADS1000,
ADS2000, and ADS3000, have been developed
(Koyama et al., 2008). ADS1000 is capable to
sample wide frequency band of 512MHz at the
fixed sampling rate of 1024MHz either with 1
bits/sample or 2 bits/sample sampling modes.
ADS2000 is capable to sample 16 independent
baseband channels with 64MHz sampling rate and
either with 1 bits/sample or 2 bits/sample sam-
pling modes. ADS1000 units are currently used
at many astronomical VLBI stations including
VERA stations, KVN stations, and JVN stations.
ADS2000 units are now mainly used when we per-
form real-time e-VLBI observations with EVN and
Australian VLBI stations. On the other hand,
ADS3000 unit has been designed to support both
single channel sampling mode like ADS1000 and
multiple channel sampling mode like ADS2000 by

10

Figure 2. K5 Recording Terminal (Rear View).

utilizing a high speed FPGA (field programmable
gate array) chip and a high speed A/D sampling
chip. ADS3000 sampler units can sample wide fre-
quency bandwidths of the baseband signal up to
1024 MHz with a sampling rate of 2048 Msps. A
high-speed FPGA chip is equipped inside the unit
and can be used to process the input data stream
for digital filtering and digital baseband conversion
processing. By developing a specialized program
for the FPGA chip, ADS3000 has a potential to
support various observing modes without hardware
baseband converters. After developing two units of
the ADS3000, we started to extend the capabili-
ties of the unit by adopting a faster A/D sampler
chip and two new FPGA chips replacing one older
FPGA chip in ADS3000. Figure 3 shows the pic-
tures of the extended version of the units which we
named as ADS3000+.

The EV8AQ160 A/D sampler chip was recently
released from the e2V corporation and was adopted
for the development of ADS30004. The chip is ca-
pable of sampling high-speed analog data at a rate
of up to 5 GHz. The chip can work at a clock rate
of up to 2.5 GHz and the input signal can be sam-
pled at the double speed of the clock rate. By us-
ing this capability, the maximum sampling speed
of the ADS3000+ system is now 4096 Msps, al-
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Figure 3. ADS3000+ Digital Back-end System.

though it will be necessary to develop a mechanism
to handle such a high-speed data stream inside
the unit. To process the high-speed digital data
from the sampler chip, two FPGA chips have been
configured. These two FPGA chips are cascaded
on the processing board of the ADS3000+ system.
The first-stage FPGA chip is used for high-speed
data processing, such as de-multiplexing and multi-
plexing the data, and the second-stage FPGA chip
is used for complex data processing, such as dig-
ital filtering and digital base-band converter pro-
cessing. Figure 8 shows the schematic diagram of
the ADS3000+, and Table 4 summarizes the ma-
jor differences in the design of the ADS3000 and
ADS3000+ units. Currently, necessary software
programs to be loaded on two FPGA chips are un-
der development. In the beginning, only limited
simple functions will be realized and ADS3000+
will only support simple observing modes, such as
the sampling rate of 2048 Msps for two baseband
signal channels. In the next step, digital filtering
and baseband converting programs will be devel-
oped and loaded onto the second-stage FPGA chip
to support multiple channel observations. If this
capability is realized, current hardware baseband
converter units will become unnecessary and the
VLBI observing system will become much simpler.

4. 'Wide-band Observing System

For the next generation VLBI2010 observing sys-
tems, the use of wide frequency receiver system
has been proposed. NICT has been developing the
MARBLE (Multiple Antenna Radio-interferometer
for Baseline Length Evaluation) system with the
close cooperation with Geographic Survey Institute
(GSI) and the quad ridge horn antenna has been
adopted as the primary feeds of the small telescopes
(Ichikawa et al., 2008, Ishii et al., 2009). The 1.6m
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small telescope system has been developed as the
first such telescope for the MARBLE system and
has been placed on the roof top of the building near
the 34m antenna VLBI station at Kashima Space
Research Center of NICT (Figure 4).

Figure 4. 1.6m Small Telescope for MARBLE Sys-
tem.

Currently, the received signal from the quad
ridge horn antenna with the frequency range of 2
to 18 GHz is divided into two observing bands in
S-band (2-4 GHz) and X-band (6-9GHz) and the
other frequency range is discarded. Therefore, in
the future, we would like to utilize the capability to
receive wide frequency range of signal by upgrading
the receiver system of large telescopes of the MAR-
BLE system like the 34m antenna at Kashima.
Thus, we expect the MARBLE system to become
the valuable testbed to evaluate the wide-band de-
lay concept of the VLBI2010.

5. Software Correlator and Automated
Data Analysis

In the discussions of the VLBI2010, it is assumed
that the software correlator system will be adopted
to realize flexible and efficient data processing for
the VLBI2010. The K5 software correlator sys-
tem has been used at various places including the
Tsukuba Correlator of GSI where INT2 intensive
IVS sessions are routinely processed. The reliabil-
ity and the effectiveness of the K5 software cor-
relator has been demonstrated by the fact that
the recent INT2 session data are regularly pro-
cessed within one day after each session. The faster
processing code of the K5 software correlator has
also been developed and the operational correlator
system has been realized at Mitaka Correlator of
the National Astronomical Observatory of Japan
(NAOJ) (Kimura, 2008). The correlator system
has the improved capabilities compared with the
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VERA (VLBI Exploration of Radio Astrometry)
hardware correlator system which has been used
to process the VERA and VSOP (VLBI Space Ob-
servatory Program) observations.

The automated data analysis system was first
developed in the Key Stone Project (KSP) which
started in 1994. In the final stage of the KSP VLBI
observations, all observed data at four 11-m sta-
tions were transferred to Koganei station in real-
time and processed at the same time using the K4
real-time correlator system. The correlated data
were immediately analyzed by using the VLBEST
software program and the results of the data anal-
ysis were uploaded on the web server within 30
minutes after each observing session. The similar
data analysis are currently performed by using the
K5 software correlator system and the automated
scripts utilizing OCCAM data analysis program in
the ultra-fast dUT1 observing sessions. In the year
2008, it was demonstrated that the dUT1 param-
eter can be estimated from the intensive type 1
baseline VLBI observations within 5 minutes af-
ter the last scan in the observing session by us-
ing Kashima(34m)-Onsala baseline (Koyama et al.,
2008). Currently the scripts are used at Tsukuba
correlator and the INT2 intensive sessions are reg-
ularly processed. We are collaborating with GSI
and Onsala observatory to demonstrate the au-
tomated data analysis after the quasi-real-time e-
VLBI data processing of global type 24-hours and
multiple baselines regular IVS sessions. We expect
we will be able to estimate not only the dUT1 pa-
rameter but also wobble parameters within a few
minutes after the multi-baselines session. For the
data handling, a newly defined database was con-
structed based on the NetCDF data format. Since
the NetCDF is the well established data format
for easy data handling and excellent transportabil-
ity among different operating systems, we consider
this database architecture can be used as the ba-
sis for the next generation database system for the
VLBI2010.

6. Outlook

As reported in the previous sections, we are
performing research and developments under the
several projects and most of these developments
are in the same or harmonized direction with the
VLBI2010 concepts. For the realization of the
VLBI2010 concepts, it will be very important to
demonstrate and evaluate the new concepts and
we expect our developments will contribute in this
direction.
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Abstract: The advantage of eVLBI is not only
the benefits of quick output of the observation re-
sults, but also it come with flexible data processing
with software correlator and improvement of sys-
tem compatibility among the inhomogeneous VLBI
data acquisition systems.

VLBI Data Interchange Format (VDIF) as a
common data format was proposed and ratified at
the 8th e-VLBI workshop held at Madrid. The
system compatibility is a essentially important is-
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sue for VLBI, since co-observation is bases of VLBI
product. The VDIF is going to be a standard data
format for VLBI. It will enable mutual collabora-
tion between any combinations of the radio tele-
scopes in the world, and will enhance the VLBI
productivity.

1. Introduction

The eVLBI is a technology of connecting radio
telescopes by high speed computer network. Ob-
served data at remote observation sites are col-
lected to a correlation center quickly. These are re-
alized owing mainly to improvement of three com-
ponents: (1) computational power of personal com-
puter (PC), (2) high speed network capacity, and
(3) disk storage capacity. These improvement of
computer and Information Technology has made it
possible that huge amount of VLBI data to be pro-
cessed by software VLBI correlator and data for-
mat conversion by software. In fact, NICT and GSI
(Geographical Survey Institute) have been using
software correlator for regular geodetic VLBI ob-
servations. Software correlator is going to be used
for Radio astronomical observations at LBA[3] in
Australia and VLA[2] in the USA.

The technology of eVLBI has drastically reduced

Seattle

e . _____ 3}
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]
—
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A
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Figure 1. The first real-time eVLBI observation at Asia Pacific region. Observed data at the rate of
512Mbps at each stations were transmitted to Sydney in real-time via high speed network in Mark5B data
format. Kashima, Shanghai, and Australian radio telescopes have participated the observation. The data
streams were processed by DiFX software correlator developed by Swinburne University of Technology.
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Bit31 (MSE) Bit 0 (LSB)
Byte 3 Byte 2 Byte 1 Byte 0

Word0 | L | L Seconds from reference epochsq

Word 1 asslijg':edq Ref Epochg Data Frame # within second,,

Word 2 Vs log:(#chns)s Data Frame length (units of 8 bytes)s

Word3 | C; bits/sample-15 ‘ Thread ID;q Station ID¢

Word 4 EDV, | Extended User Data,,

Word 5 Extended User Datas,

Word 6 Extended User Datas,

Word 7 Extended User Datas;

Figure 2. VDIF frame header format. Subscription number of each term indicates the number of bits for
that data. I :Invalid flag, Ly:16 Byte Legacy Header flag, Data epoch is expressed by a combination of
“Ref Epoch”, and “Seconds from reference epoch”. “Ref Epoch” is half year counter from Jan. 1st 2000.
Vs:Version number. Number of channels contained in the data is expressed by log(nch). Cy: Complex
flag. The VDIF allows transmitting data not only real data, but also complex data composed of real and

imaginably data. Refer to the VDIF specification[5] for more detail.

Figure 3. An example of 2bit/1ch assignment format in payload data. Numbers in the bozes indicate

sample numbers in time order.

the difficulty of VLBI data translation from one
format to the other. A need of common data for-
mat has arisen, and a task force group to discuss
about common data format was organized in the
7th international eVLBI workshop held at Shang-
hai Observatory in 2008. After a year of discussion,
draft specification of VLBI Data Interchange For-
mat (VDIF) was proposed by the task force, and fi-
nally it was ratified at the 8th international eVLBI
workshop. This paper describes the overview of the
VDIF specification.

2. A Brief History on VLBI Compatibility

Compatibility among the different kinds of
data acquisition system(DAS)s in the international
VLBI community has been a issue for along time.
Several kinds of VLBI data acquisition systems
(DAS) such as Mark3/4/5, VLBA, S2, and K3/4/5
have been used in the world. There have been ef-
forts to take compatibility among those systems[3].
One of the big success was the establishment
of VLBI Standard Interface (VSI) specification,
which is composed of description on connector’s
electrical specification (VSI-H) and software speci-

fication (VSI-S) on control protocol for DASs!. A
specification for data transportation on the net-
work has been proposed as VSI-E by Lapsley and
Whitney[4].  Although it has not been widely
adopted in the VLBI community because of com-
plexity of the protocol.

Four years after since then, global eVLBI ob-
servations have become active. Productive real-
time eVLBI observations project '"EXPReS’ for ra-
dio astronomy have been operated by the European
VLBI Network (EVN). Some eVLBI demonstra-
tion experiments of streaming the observation data
from observatory to correlation center have been
performed among Europe, Australia, US, China,
and Japan. In the 7th e-VLBI workshop held
in Shanghai observatory in China, a demonstra-
tion of the first international real-time e-VLBI ob-
servation in Asia-Pacific region was conducted by
ATNF(Fig.1). In that workshop, a session for dis-
cussion on data compatibility was organized. After
a enthusiastic discussion in the session, four people,
M.Kettenis (JIVE), C.Phillips (ATNF), M.Sekido
(NICT), and A.Whitney (MIT) were nominated for

IThese specifications available on the web.

http://www.vlbi.org/

are
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a task force to make a draft proposal of a com-
mon data format. Discussions among the task force
members and several key developers of eVLBI sys-
tems was made mainly via E-mails. One year later,
finally the VDIF specification? version 1.0 has been
proposed, and it was ratified in the 8th interna-
tional e-VLBI workshop held at Madrid in June
20009.

3. Specification of the VDIF and Some Use
Cases of It

One of the important aspects of VDIF is that
it was designed to be independent from transport
method. It can be transported either via network
or in the form of file on a recording device of com-
puter. This gives an advantage of keeping the data
contents invariant with respect to the change of
transportation protocol.

The VDIF specify to write the VLBI data in a
frame form. A set of frame header and data pay-
load are repeated. The frame length is specified in
the description in the frame header and it can be
chosen flexibly by the need of user. A ristriction
is it must be constant for that data and have to
be multiple of 8 bytes. Any frame should not cross
over of second tic. The data at 1PPS tick must be
at the beginning of a frame. Frame header format

2http:/ /www2.nict.go.jp/w /w114 /stsi/research/e-
VLBI/VSI/VDIFspecificationRelease-1.0.pdf
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is indicated in Fig.2.

The VDIF header contains all the necessary in-
formation for computing frequency spectrum of the
data and for identification of the data source (ob-
servation station). Representation of time tag in
the header is designed to be tolerant for introduc-
ing leap second. It is intended to avoid mistake
and complexity in setting time tag for the case of
leap second.

Sixteen bytes of remaining space in the header
is left for extension of header information. This
‘Extended User Data’ (EUD) area will be used to
include additional information defined by imple-
menter of VDIF data. And ‘EDV’(Extended User
Data Version) number will be assigned for a specific
EUD format by submission registration of the data
format to the VDIF task force web page3. The reg-
istered EUD formats will be available from the web,
and the EDV number will be useful for automatic
identification of the header format. The data allo-
cation on the memory is Little Endian (Intel byte
order).

Offset binary encoding is specified in the VDIF
for expression of sampled value of the signal. For
example in case of 4 level expression with 2 bit, 00,
01, 10, and 11 are the codes for values in the order
of large negative to large positive.

Allocation of data time series is specified in the

3http://www.vlbi.org/

Multi (single-channel) streams to different destinations
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Figure 4. Ezamples of VDIF use cases. The VDIF concept supports network data transportation via
’Data Thread’, which contain sub-group of channels. Data streams may direct to single destination, or
to different destinations by each thread. The latter case may be useful for distributed computing. Since
VDIF concept is independent from transportation method, thus data can be transported not only by data
stream on the network, but also by the form of data file. In the latter case, either any kinds of file
transport protocol over the network or physical trasnport of the memory device can be chosen.
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order from Least significant bit (LSB) to most sig-
nificant bit (MSB). Example of the data format in
case of 2bit/1ch mode is indicated in Fig.3.

The VDIF specification allows transporting data
either by frames which contains data of single chan-
nel, or by frames which contains a sub group of
channels among a set of many. In those cases, mul-
tiple sub-groups of data will be transported in par-
allel. Each stream is named ‘Data Thread’ and it is
identified by ‘Thread ID’ in the header. Streaming
data to multiple destinations by using the mutile
threads will be usefule for distributed computing of
cross correlation. Fig. 4 indicates some examples
of use cases of VDIF data.

4. Summary

Enhancement of international eVLBI activities
among Europe, Australia, USA, China, and Japan
increases a chances to exchange the VLBI data
obtained by their own DAS. Such global VLBI
collaborations have been rising the motivation to
make global standard data format for VLBI. Fi-
nally VDIF specification as the standard VLBI
data format has ratified at th 8th international
eVLBI workshop in 2009. The VDIF specification
was designed with keeping in mind the separation
of layers: application, and transportation. That
will bring easiness in maintenance of the data for-
mat and data transport protocol. Also representa-
tion of time tag is designed with intension to avoid
mistakes in treatment of leap second at observa-
tory. The VDIF specification will become common
for all of the VLBI DASs in world soon. Resolution
of the compatibility issue is an important event in
the history of VLBI technology. It will boost inter-
national collaboration and productivity of VLBI.
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Abstract: A high-speed A/D sampler, we called the
ADS3000+, has been developed in 2008, which can
sample one stream analog signal up to 4Gbps to
Linux PC. Furthermore, the ADS3000+ equipped
two FPGAs it can be possible such as real-time
DBBC (Digital Base Band Conversion) and other
signal processing. The ADS3000+ will not be used
for only VLBI, but also other versatile purposes.
Consequently various sample modes of ADS3000+
was evaluated from 128Msps to 4096Msps (sam-
pler per second). Based on these examination, first
fringe test at 2Gsps has been carried out onl3 Feb
2009. After success of the fringe test, 4Gsps fringe
test with the ADS3000+ has been performed and
obtained 4Gsps fringe finally. Here, we will de-
scribe the result of fringe test and more details in
this article.

1. Introduction

National Institute of Information and Commu-
nications Technology (NICT) is one of the technol-
ogy development centers of the International VLBI
Service for Geodesy and Astrometry (IVS), and we
have been developing VLBI observation systems
and data processing systems to improve the capa-
bilities of the existing systems.
2. A  next-generation A/D
ADS3000+

sampler

A next-generation A /D sampler, The ADS3000+
has been developed in 2008 The ADS3000+ is
newly-extend A/D sampler from the ADS3000
system by adopting supporting various sampling

IVS NICT-TDC News No.30

mode[Koyama, et al., 2008]. faster A/D sampler
chip and two new FPGA chips replacing one FPGA
chip[Takeuchi, et al., 2006].
to sample analog data up to 5GHz at the high-
est speed. However one VSI-H (VLBI Standard
Interface) interface is connected with PC up to

It has a capability

2Gbps (Giga bit per second), the maximum sam-
pling speed of one channel with the ADS3000+ be-
comes 4Gbps via two VSI-H connection.

The ADS3000+ already fulfills VLBI2010 re-
quirements which digitizes analog signal 2Gsps X
2ch, 1Gsps X 4ch. Moreover, various signal pro-
cessing such as DBBC (Digital Base-Band Con-
verter) can be performed with FPGA chips in the
ADS3000+. Table.1 shows the major specifications
of the ADS3000+ system.

A/D chip
Size
Sampling Modes

e2V EV8AQ160

EIA 2U (480 x 88 x 430 mm)
4096Msps x 1ch

2048Msps x 2ch

1024Msps x 4ch (option)
Xilinx Virtex5 XC5VLX110
Xilinx Virtex5 XC5VLX220

FPGA chip 1
FPGA chip 2

Table 1. Specifications of the ADS3000+ unit.

3. Evaluation of each mode

The ADS3000+ has a several sample mode,
128Msps to 4Gsps mode, Test Vector output mode,
and DBBC mode (see Table.2). Firstly standard
sample mode (ex 128Msps to 2048Msps) was eval-
uated. Figure.l shows a result of 128Msps to
2048Msps. A 1.5GHz CW signal from signal gen-
erator was inputted into ADS3000+. When sam-
ple rate is lower than frequency of this signal, A
frequency of signal is folded to lower frequency as
expected. Then, a folded frequency was used for
identifying to detect CW signal correctly. In Fig-
ure.l some harmonic signals can be seen. This oc-
curs due to low bit quantization. However, it is less
affected using eight bit quantization.

4. Evaluation of 4Gsps

Next, 4Gsps (more concretely 4096Msps) was
evaluated. 4Gsps data was simply obtained via
ADS3000+ buffer memory. From 100MHz to
3GHz signals generated by signal generator step-
ping 100MHz. Then they were digitized and stored
ADS3000+ buffer memory. Figure.2 shows a result
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Figure 1. FEvaluation of standard sample mode from 128Msps to 2048Msps. A 1.5GHz CW signal from
signal generator was inputted into ADS3000+. An expected folding frequency was measured. Folding
frequency could be identified in all standard mode. The evaluation uses only single VSI port, output is
half quantization from mode B to mode F' . Upper two figures is 128Msps (mode A) and 2048Msps (mode
D). 2048Msps mode is the fastest sampling mode with using single VSI port. Middle figures and lower
figures show 512Msps and 1024Msps mode. Right side figures are so large number of bit quantization

that harmonics waves become smaller than left side figures.
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No. Mode Record  Rate Quantization Clock Output Port
0 MODE A 1Gbps 128 Msps 8bit 32MHz VSI 1ch
1 MODE B 2Gbps 1024 Msps 2bit 32MHz  VSI 2ch*

2 MODE C1  2Gbps 512 Msps 4bit 32MHz  VSI 2ch*
3 MODE C2 2Gbps 512 Msps 4bit 32MHz  VSI 2c¢h*
4 MODE D  4Gbps 2048 Msps 2bit 64MHz  VSI 2¢h*
5 MODE E1  4Gbps 1024 Msps 4bit 64MHz  VSI 2¢h*
6 MODE E2  4Gbps 1024 Msps 4bit 64MHz VSI 2ch*
7 MODE F 4Gbps 512 Msps 8bit 64MHz VSI 2ch*
8 TVG1 non non non 32MHz

9 TVG2 non non non 64MHz

10  BBC variable 4/8/16/32Msps  2bit 32MHz VSI 1ch
11  MODE G1 4Gbps 4096 Msps 1bit 64MHz  VSI 2chf
12 MODE G2 4Gbps 4096 Msps 1bit 64MHz  VSI 2chf

Table 2. Each sample mode of ADS3000+. 4Gsps mode (mode G1 and G2) is the highest sampling
mode of ADS8000+. Difference of C1 and C2, E1 and E2 is to support downward compatibility of
ADS1000 and ADS2000 or not. *: Two VSI output to sample. First VSI channel sends upper half bit
of mode, also Second VSI channel sends lower half bit. ' G1 and G2 is irreqular mode because of up to
2Gbps VSI output. Two VSI outputs have to be combined in software after sample. These modes has a
difference of separation length, in case of G1, sample data separated one byte sequentially to two VSI

Similarly G2 is four byte.

of 4Gsps. Bottom axis means frequency, left axis
is decibel. A loss of cable was measured by a spec-
trum analyzer before evaluation, also 4Gsps result
was already corrected this cable loss. Higher fre-
quency than Nyquist-rate of 4096MHz (2048MHz)
is folded to lower frequency . 4Gsps can conversely
be checked this folded signal. From this result, a
-3dB level (half power) was determined 2.6GHz.

95 R R
945 | .
9 -
935 | -
93 | -
925 | -
92 | .
915 | .
91

dB

0 02040608 1 12 14 16 18 2
frequency [GHZz]

Figure 2. Result of /Gsps with ADS3000+. 4Gsps
was identified with folded signal that is higher than
2GHz signal. Furthermore, a -3dB level was mea-
sured 2.6GHz. A cable loss was corrected before
4Gsps evaluation. Signals from 100MHz to 3GHz
CW stepping 100MHz were input to ADS3000+.

5. First Fringes Detection with ADS3000+4+
in MARBLE experiment

MARBLE experiment is performed on 9 Feb
2008 [Ichikawa, et al., 2009]. Kashima 34m an-
tenna and MARBLE 1.6 antenna were used. A IF
signal (efficient bandwidth is 450MHz) was divided
two streams. One was recorded in standard geode-
tic VLBI sampler the K5/VSSP. The other simul-
taneously recorded for first fringe detection with
two ADS3000+s at two stations. A configuration
of ADS3000+ was 2Gsps at 1bit quantization. Af-
ter recorded with ADS3000+, a simple FX correla-
tion (complex multiplication of two streams in fre-
quency domain) was performed. Then first fringe
could be successfully obtained. Figure.3 shows re-
sults of fringe detection that target source is 3C84,
Tau-A and Ori-A. Fringes are clearly seen in this
figure. Peaks of three fringes were also consistent
with a-priori expectancy.

6. First Fringe Detection at 4Gsps speed

Before 4Gsps fringe experiment, VSI-H limita-
tion (connection between ADS3000+ and PC) has
to be considered. A VSI-H data rate is 2Gbps at
a maximum, so that 4Gsps@1bit experiment is not
possible with one port output. Then using two
VSI-H port trick has been applied to ADS3000+.
Concretely speaking, digitized data is sequentially
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Figure 3. First fringe detection @ 2Gsps with ADS3000+ ( left: fringe of 3C84, middle: fringe of Tau-A,
right: fringe of Ori-A ). Peak positions of these three fringes was consistent with a-priori expectancy.

station 34m 11m
frequency X-wH:8180-9080MHz | X-H:8100-8600MHz
polarization RHCP RHCP
First PLO 8080MHz 7680MHz
After down convert 100-1000MHz 420-920MHz

Table 3. Specifications of 4Gsps fringe test.
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Figure 4. A spectrum of X-band Kashima 11m an-
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Figure 5. A first fringe of 8C273B at 4Gsps speed

tenna. A bandwidth the X-band is 500MHz wide, with ADS3000+ in 8 ms integration time with
however 4Gsps mode detects up to Nyquist-rate Kashima 34m and 11m antenna on 27 Apr 2009.

2GHz.
be obtained at one time.

divided each one byte or four byte sample and allo-
cated two VSI-H output. After sampled two VSI-H
output, two digital data assemble in software side
to obtain 4Gsps data. This software adopts an al-
gorithm of look-up-table method to get high per-
formance.

A fringe test was carried out on 27 Apr 2009.
Kashima 34m antenna and 11m antenna were used
with setting ADS3000+ at two stations. Phase
calibration signal was shut off to detect fringe cor-
rectly. A specification of fringe test is shown in Ta-

Whole bandwidth spectrum of X-band can The 4Gsps fringe is a fastest record in NiC'T now.

ble.3. After sample at 4Gsps speed with 1bit quan-
tization, whole bandwidth spectrum of X-band is
fully shown in Figure.4. a first fringe of 3C273B
at 4Gsps could be successfully detected after cor-
relation process . This is shown in Figure.5. A
signal-noise-ratio (SNR) of the 3C273B fringe is es-
timated about 8.6 at 8ms integration. The 4Gsps
fringe is a fastest record in NiCT now.
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7. Summery and Outlook

We identified standard sampling mode from
128Msps to 2Gsps (2048Msps) and 4Gsps mode
correctly. On the basis of this evaluation, we
have detect a first fringe with ADS3000+ at 2Gsps
speed within MARBLE experiment, Furthermore
we could obtain the fastest record of 4Gsps fringe
in 2009. ADS3000+ will not only be powerful con-
verter for current receiver system but also suitable
for a wide-band receiver of next-generation VLBI
(VLBI2010). A SNR is proportional to bandwidth,
and more finely phenomena can be captured with
high-speed sampling, so that the ADS3000+ would
be hopefully broken new ground in the VLBI, as-
tronomy and science.

the
ADS3000+ system cooperative efforts between
NICT, JAXA/ISAS, and COSMO RESEARCH
The authors would like to thank for
cooperation of the Kashima VLBI team.
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Abstract: We are developing a compact VLBI sys-
tem with 1.6 m diameter aperture dish in order to
provide reference baseline lengths for calibration.
The reference baselines are used to validate survey-
ing instruments such as GPS and EDM and main-
tained by the Geographical Survey Institute (GSI)
of Japan. The compact VLBI system is designed
to be assembled with muscle power simply in or-
der to perform short-term (about one week) mea-
surements at several reference baselines in Japan
islands. We have successfully detected the first
fringe between the new compact VLBI system and
Kashima 34 m on February 9, 2009. We are now
planning to perform the first geodetic experiment
using the new VLBI system.

1. Introduction

The GSI has a responsibility to calibrate and
maintain a 10 km reference baseline for validating
surveying instruments such as GPS and EDM. We
are developing a compact VLBI system with 1.6
m diameter aperture dish to certificate the length
of the reference baseline based on a collaboration
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Figure 1. The MARBLE (Multiple Antenna Radio-
interferometer for Baseline Length FEvaluation)
system.

between GSI and NICT. The operational calibra-
tion by GSI needs 2 mm RMS of baseline length
accuracy. However, since it is too long to get a line
of sight from the end to the other end by EDM at
the actual reference baseline, calibration works at
present are only performed at the shorter baseline
in stead of a measurement of whole 10 km length.

On the other hand, Geodetic VLBI technique
can give an independent measurement to examine
the baseline length with a millimeter accuracy us-
ing the hydrogen-maser. Moreover, the hydrogen-
maser frequency standard can be considered as
the traceable technique to the national standard.
Thus, we started to develop a compact VLBI sys-
tem with 1.6 m diameter aperture antenna in or-
der to measure the accurate length of the reference
baseline. In this short article, we describe a present
status and outlook of the compact VLBI system
dedicated to 10 km measurement.

2. MARBLE concept

The two compact VLBI systems will be installed
at both ends of the baseline. However, it is too
insensitive to detect fringe between both stations
using such compact dish. Thus, we have designed
a new observation concept including one large dish
station into the baseline observation as shown in
Figure 1.

We can detect two group delays between each
compact VLBI system and the large dish station
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Figure 2. Schematic image of the MARBLE com-
pact VLBI system.

based on conventional VLBI measurement. A
group delay between the two compact dishes, AXY,
can be indirectly calculated using a simple equation
as follows.

AXY = ARY — ARX (1)

where ARX and ARY are two group delays
obtained by a conventional way (see Figure 1).
We named the idea ‘Multiple Antenna Radio-
interferometer for Baseline Length Evaluation
(MARBLE)".

The compact VLBI system is designed to be as-
sembled with muscle power simply in order to per-
form short-term (about one week) measurements at
several reference baselines in Japan islands. The
compact VLBI system is also capable to be used
as a fiducial station of a local geodetic observation
network at remote locations.

3. First Prototype of the Compact VLBI
System

In the fiscal year of 2007 the first prototype of the
compact VLBI system had been completed and in
the last fiscal year the second prototype in the fiscal
year of 2008 so far[5]. The first prototype consists

IVS NICT-TDC News No.30

of a 1.65 m diameter aperture antenna, a new front-
end system with a wide-band quad-ridged horn an-
tenna (QRHA), an azimuth drive unit, a elevation
drive unit, an IF downconverter unit, an antenna
control unit (ACU), a counterweight and a mon-
ument pillar (see Figure 2).
equipped with a zero-backlash harmonic drive gear-
ing component. The new front-end system with a
QRHA is based on VLBI2010 concept[2] (Figure
3).

On December 9, 2008, we installed the first pro-
totype of the compact VLBI system on the top
of the building nearby the Kashima 34 m antenna
(Figure 4). We have successfully detected the first
fringe between the new compact VLBI system and
Kashima 34 m on February 9, 2009 (Figure 5).

Each drive unit is

4. Second Prototype of the Compact VLBI
System and Outlook

At present, we are now developing the second
compact VLBI system to realize the MARBLE con-
cept. The 1.5 m dish size of the second one is
smaller than the first one by choosing a suitable
f/D ratio for X-band. We will finish to install the
second one in the GSI, Tsukuba until this summer
season. In this fiscal year, we are planning to per-
form the first geodetic VLBI experiment using the
two compact VLBI system with the Tsukuba 32
m of GSI. In addition, we are also planning to ap-
ply our system into the precise time and frequency
comparison experiment between a separated loca-
tions.
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Figure 4. Installation of the first prototype of the compact VLBI system on the top of the 34 m antenna
building on December 9, 2008 at Kashima.

KASHIM34 — MARBLE1 KASHIM34 — MARBLE1
CH#:1 8184.99MHz U 1bit 32MHz sampling CH#:2 8659.99MHz U 1bit 32MHz sampling
Source : 3C84, Integ(sec)=240.0, PRT:2009/043 05:32:30 Source : 3C84, Integ(sec)=240.0, PRT:2009/043 05:32:30
Amp = 0.000584, SNR = 51. 2 (no a correction) Amp = 0.000953, SNR = 83. 5 (no amp correction)
Delay Res (sec) : —2.874e—08 Rate Res(s;) —6.640e—12 Delay Res (sec) : —0.837e—09 Rate Res(s /D) —6.621e—12

KASHIM34 — MARBLE1 KASHIM34 — MARBLE1
CH#:3 2219.99MHz U 1bit 32MHz sampling CH#:4 2349.99MHz U 1bit 32MHz sampling
Source : 5C84, Integ(sec)=240.0, PRT:2009/043 05:32:30 Source : 3C84, Integ(sec)=240.0, PRT:2009/043 05:32:30
Amp = 0.001461,” SNR = 128.1 (no amp correction) Amp = 0.000250, SNR = 21.9 (no amp correchon)
Delay Res (sec) : 2/243e-09  Rate Res(s/s) : —6.647e—12 Delay Res (sec) : 1.856e-08 Rate Res(s/s) : —6.771e=12

vlbi 13-Feb—2009 09:54

Figure 5. The first fringe test between the new compact VLBI system and Kashima 34 m antenna was
successfully performed on February 9, 2009.
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Abstract: To show the frequency stability of local
baseline, we carried out long term VLBI experi-
ment together with GPS and DMTD measurement.
And, we compared the results provided from these
three techniques. The results are strongly corre-
lated at long term period. The frequency stability
of VLBI is surpassing the stability of atomic foun-
tain at 10° seconds or longer.

1. Introduction

In several institutes including NICT (National
Institute of Information and Communications
Technology) push forward to develop the atomic
fountain frequency standards and the optical fre-
quency standards. The atomic fountain frequency
standards have already achieved the uncertainty of
1.9 x 10715 [5]. And optical frequency standards
are aiming to achieve the uncertainty on a 10716
to 10717 level [6]. In order to compare such precise
standards by the current time transfer techniques
like two-way satellite time and frequency transfer
(TWSTFT) or GPS carrier phase, it is necessary to
average over long periods. Since these techniques
are not sufficient to compare next standards im-
provements of high precision time transfer tech-
niques are strongly desired.

Recent years, we are suggesting the geodetic
VLBI technique as a one of the new time and fre-
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quency transfer technique [4], [7]. To show superi-
ority of the VLBI, we are evaluating the ability of
VLBI frequency transfer by comparison with GPS
carrier phase frequency transfer at the Kashima-
Koganei baseline. Results showed VLBI is more
stable than GPS. Also, we compared VLBI and
GPS using data from the International VLBI Ser-
vice for Geodesy and Astrometry (IVS) and the In-
ternational GNSS Service (IGS) for the same pur-
pose. The results of the VLBI frequency trans-
fer show that the stability follows a 1/7 law very
closely and it’s surpassing the stability of atomic
fountain at 103 seconds or longer. And that shows
the stability has reached about 2 x 107!' (20ps)
at 1 sec. These results show that geodetic VLBI
technique has the potential for precise frequency
transfer [8], [9].
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Figure 1. The frequency stability of VLBI. Large
dot is Onsala-Wettzell baseline. Dot is KashimaS3-
Koganei baseline. Also, it shows the normal fre-
quency stability of TWSTFT, atomic fountain and
optical clocks.

Figure 1 shows the frequency stability of Inter-
national baseline (Onsala-Wettzell) and local base-
line (Kashima34-Koganei). As described before, we
could showed the international baseline was sur-
passing the stability of atomic fountain at 103 sec-
onds or longer. However we can’t show about that
at local baseline yet. So we performed long term
(over a week) VLBI experiment at Kashima34-
Kashimall baseline, to show the long term fre-
quency stability.

In this paper, we describe the comparison with
VLBI and GPS carrier phase about that experi-
ment. Also, we performed frequency transfer by
the dual mixer time difference (DMTD) [2]. We
also describe that result.
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2. The intercomparison between VLBI,
GPS carrier phase and DMTD

2.1 Outline of the experiment

Figure 2. Layout map of Kashima station

Figure 2 is the layout map of Kashima station.
The baseline length of Kashima34m-Kashimallm
is about 239m. The outline of the experiment are
described to Table 1.

Table 1. Outline of this experiment.
VLBI KASHIM34, KASHIM11
GPS ks34, ksmv
DMTD 1ch: to 34m ETR and back,

2ch: to KSP room and back
duration 12days (from 01 to 12 Aug)

VLBI VLBI

Stz
Freq. Dist.
Amp.

Timing Buffer
Unit

Freq. Dist.
Amp.

Freq. |s!.
Amp.
10MHz

11111

Figure 3. The reference signal setup diagram at
Kashima station

Figure 3 is the reference signal setup diagram.
In this experiment, we used one hydrogen maser
and we transferred the reference signal by coaxial
cable and optical fiber to VLBI and GPS anten-
nas. We analyzed the data using CALC/SOLVE
and GIPSY-OASIS II [3] for VLBI and GPS re-
spectively. The details of the analysis of VLBI and
GPS were described at [7].
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Figure 4. Time difference calculated from VLBI,
GPS and DMTD.
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Figure 5. Variations of temperature at Kashima
11m antenna observation room and outside.

2.2 Results

Figure 4 shows the time difference calculated
from three techniques (VLBI, GPS and DMTD).
Figure 5 is the variations of temperature at
Kashima 11m antenna observation room and out-
side. It is clearly visible that the variations of time
difference and temperature are strongly correlated
(The time difference and temperature are inverse
correlation). At 3rd August (day of year 216), we
changed the definition temperature of air condi-
tioner of Kashima 11m antenna observation room.
We couldn’t turned off the air conditioner, because
of summer season at that time. So, the influences
of room temperature change still remained of the
time differences.

Table 2. The details of estimated parameters.

estimated parameter ( per minutes)
symbole clock offset atmospheric

* 180 180
X 10 10
o 30 60
+ 10 300
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Figure 6. Time difference calculated from VLBI
The analysis strategy is described in Table 2.

As for the result of the VLBI, the variation of
around several days agree with a result of DMTD
well. However it doesn’t agree with DMTD, when
the variation is beyond 500 ps in several hours (day
of year from 214 to 216). Contrastively, as for the
result of the GPS, the variation of several hours
agree with a result of DMTD well. However due
to the code noise, the clock offsets of the GPS so-
lutions show discontinuities at the day-boundaries.
It seems that the reason why the result of VLBI
doesn’t agree with DMTD when the variation of
DMTD is beyond 500ps at the short period are
analysis strategy and schedule of scan time. Fig-
ure 6 and Table 2 show the result of VLBI approach
the result of DMTD by changing a analysis strat-
egy of VLBI.

Table 3. The correlation coefficient of the time dif-
ference between three techniques.

VLBI-GPS VLBI-DMTD GPS-DMTD

12days 0.87 0.94 0.91
lday 0.46 0.51 0.73
6hours 0.45 0.38 0.60
2hours 0.51 0.36 0.59

We calculated the correlation coeflicient of the
time difference between three techniques for the fol-
lowing four cases: (1) whole days, (2) 1 day, (3) 6
hours, and (4) 2 hours. The results show on Table
3 and Figure 7. In the case (1), the results from
three techniques are strongly correlated each other.
Also, in the case from (1) to (4), the correlation
coefficient between GPS and DMTD are keep high
correlation up to about 0.6. However, the corre-
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Figure 7. Time difference calculated from VLBI,
GPS and DMTD.

lation coefficient between VLBI and GPS/DMTD
become small as the calculation period shortens.
The correlation coefficient is about 0.4 and the dif-
ferences of time difference are about £50 ps at the
short term period. However, the clock estimate
precision of GPS analysis by using PPP (Precise
Point Positioning) is about 100 ps [1], and it is
larger than above difference.

We calculated frequency stability of VLBI using
the data from 220 to 225 day of year. Figure 8
shows the results together with past results. This
result is not stable than the past result of inter-
national baseline. It’s surpassing the stability of
atomic fountain at 10° seconds or longer.

3. Summary and Outlook

To show the frequency stability of local base-
line (Kashima34m-Kashimallm), we carried out
long term VLBI experiment together with GPS and
DMTD measurement. And, we compared the time
difference calculated from these three techniques
(VLBI, GPS and DMTD). The results are strongly
correlated at long term period (correlation coeffi-
cient about 0.9).

The frequency stability of VLBI is surpassing
the stability of atomic fountain at 10° seconds or
longer. This result is unstable in comparison with
the stability of the international baseline. And, as
for the cause to fall stability at local baseline, the
influence of the temperature change is large. In the
future, the effort to reduce the influence of temper-
ature change is necessity.

Acknowledgments: The authors would like to ac-
knowledge the IVS and the IGS for the high qual-
ity products. We are grateful that JPL provided
the licenses of GPS analysis software (GIPSY OA-
SIS II). We used CALC/SOLVE made by GSFC
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Abstract: We are developing a compact VLBI sys-
tem with 1 m class diameter antenna. The pur-
pose of this development is to provide precise
length of baseline of around 10 km. The develop-
ing system is called MARBLE (Multiple Antenna
Radio-interferometer for Baseline Length Evalua-
tion). We plan to use a broad-band antenna for
feed of this VLBI antenna. One of the proposed an-
tenna is a quad-ridge horn antenna (QRHA). The
QRHA have multi-octave band width and dual lin-
ear polarization. To confirm the performance of
the QRHA on geodetic VLBI, it was installed on
existing VLBI antenna with 2.4 m diameter dish
(CARAVAN2400) in Kashima. Original 2.4m an-
tenna had been able to receive only X-band. After
having installed the QRHA, it have been able to
receive S-band too. Geodetic VLBI experiments
were performed using the new 2.4 m antenna and
32 m antenna in Tsukuba. The error (1 sigma) of
the estimated of the baseline lengths by the exper-
iments were 6mm. The baseline lengths estimated
were coincident within 10 mm compared with the
past results.

1. Introduction

Geographical Survey Institute (GSI) and Na-
tional Institute of Information and Communica-
tions Technology (NICT) are developing a compact
VLBI system with an antenna of around 1.5m di-
ameter by the collaboration. The purpose of this
development is to provide precise length of base-
line of around 10 km [4][5]. One of the main equip-
ments of the compact VLBI system is a small and
transportable antenna. A general geodetic VLBI
observation requires the receiving of two frequency
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Figure 1. The Quad Ridge Horn Antenna (ETS

3164-05).

bands of X-band and S-band simultaneously. It
is one of the problem how to achieve this on such
small antenna. A feed generally used in a large
Cassegrain type VLBI antenna is a corrugated
horn. This horn antenna have an axisymmetric
beam and a low cross-polarization over a octave
bandwidth[1]. However, expanding the band more
than it is difficult. On the other hand, there is a
method of installing the feed separately for each
band by using frequency selective surface (FSS).
The one example of practical use is Nobeyama
Radioheliograph[7]. However, the receiving system
becomes complex in this case, it is not suitable for
transportable system.

Recently, a broad-band antenna called quad
ridge horn antenna (QRHA) was commercialized.
The main usage of QRHA is an Electro-magnetic
compatibility (EMC) examination. The QRHA
have multi-octave bandwidth, and the size is
small[6]. If this antenna can be used as feed of the
small parabolic antenna, simple and transportable
VLBI antenna becomes feasible.

Figure 2. The remodeled 2.4 m antenna (CARA-
VAN2400).
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Table 1. The conditions of geodetic VLBI experiments

Experiment Name

CA6264 CAT7032 CAR175 CAR8184
Date 9/21/2006 2/1/2007 6/23/2008 7/2/2008
Using stations Old 2.4 m - Tsukuba 32 m New 2.4 m - Tsukuba 32 m
Band and channels X-band 8 ch X-band 10 ch, S-band 6 ch
Sampling rate 16 MHz / ch, 1 bit (2 level)
Number of observations 275 375 220 188
Actual duration 24.0 h 24.2 h 24.0 h 24.0 h
From
Wide Band Feed
2-18GHz LNA To Down
RHCP2.4GHz NF:1.0dBmax  Isolator Converter
1'st linear pol Di- i 900 I @ O
plexer — Hybrid
NN
LNA To Down
RHCP 6-9GHz Nr:l.(]dB max Converter
plexer | ;oo Hybrid

:'L«,

Figure 3. The block diagram of new receiver.

2. Geodetic VLBI Experiments

To confirm the performance of QRHA on geode-
tic VLBI, the QRHA was installed on small
VLBI antenna with 2.4 m diameter dish (CARA-
VAN2400) in Kashima. The installed QRHA has
the bandwidth of 18 from 2 GHz (ETS 3164-05,
Figure 1). The 2.4 m antenna had been originally
Cassegrain type antenna, and it had been able to
receive only X-band[3]. First of all, the existing
sub reflector and the corrugated feed horn were de-
tached from the 2.4 m antenna, and the QRHA was
installed in the prime focus. Moreover, we made a
new receiver, and it installed in the back of the
QRHA (Figure 2). This receiver plays not only
amplification but also the role of the conversion
to the circular polarization (Figure 3). After in-
stalling the QRHA and the new receiver, the 2.4 m
antenna has been able to also receive S-band.

We performed geodetic VLBI experiment twice
with the new 2.4 m antennas and Tsukuba 32 m
antenna in 2008. Table 1 shows the conditions of
these experiments. To comparison, Table 1 also
contain past experiments using the original 2.4 m
antenna.

3. Results

We successfully got good fringes in the most of
scans in the experiments CA8175 and CA8184. We
could also estimate the length of the baseline. The
estimated lengths agree with the results of a past
experiments within 10 mm. (Figure 4). The es-
timation errors (1 sigma) of baseline length were
about 6 mm in the experiments. This errors were
larger than the errors of the experiments using the
old 2.4m antenna. The reason is a high system
noise temperature and the low aperture efficiency
of the new 2.4 m antenna. The system noise tem-
perature of the old 2.4 m antenna is about 120 K
for X-band, and the new one is 250 K. The aper-
ture efficiency of the old 2.4 m antenna is about 40
% for X-band, and the new one is only 6 %.

However, such low performance doesn’t matter
in the viewpoint of the evaluation of the broad-
band feed and the receiver. Moreover, such a low
performance can be evaded as follows. We will be
able to obtain a high aperture efficiency if there is
a new reflector optimized for the feed not such the
2.4m reflector. For this receiver, if the amplifier
with a wide-band can be put ahead of the diplexer,
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Figure 4. The baseline length estimated. The 0 mm of the baseline length in the vertical line corresponds
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a low system noise temperature can be obtained.
We actually designed the prototype of a compact
antenna of MARBLE based on such ideas[2].

4. Conclusion

We performed remodeling of installing QRHA
and a new receiver to the 2.4 m VLBI antenna in
Kashima. By the remodeling, the 2.4 m antenna
have been able to receive S-band and X-band si-
multaneously. Using the new 2.4 m antenna, the
geodetic VLBI experiments were performed. We
successfully got good fringes and results of baseline
length. The errors (1 sigma) of estimated baseline
length were about 6 mm. The baseline lengths esti-
mated are coincident within 10 mm compared with
past results. By these facts, it was proven that this
antenna was able to be enforceable of the geodetic
VLBI experiment for 24 hours, and to measure the
baseline length.
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Abstract: The Tsukuba VLBI Correlator performs
the correlation processing and the primary analysis
of the INT?2 session (Tsukuba-Wettzell baseline) by
e-VLBI on the weekend. We obtain the UT1 au-
tomatically by using the data processing tool and
the analysis tool of “OCCAM?”. The feature of this
automatic processing is to be able to perform the
correlation processing of the observational data al-
most in real time. As a result, we were able to
shorten the processing after the end of the session,
and we obtained the UT1 value about 36 minutes
after the end of the session by automating the pri-
mary analysis.

1. Introduction

To examine a continuous change in irregular ro-
tation of the earth, the VLBI observation that is
called Intensive Session for one hour is regularly
done(INT1: Kokee-Wettzell baseline, from Mon-
day to Friday; INT2:Tsukuba-Wettzell baseline,
Saturday and Sunday; INT3:NyAlesund-Tsukuba-
Wettzell baseline, Monday). The data is recorded
on the magnetic disk, and transferred to correla-
tors by using the network. The UT1 is obtained
within three days after the end of the session.

The high-speed network has enabled of the trans-
fer of the data almost in real-time in recent years.
We performed the Ultra-rapid dUT1 experiments
to obtain the UT1 as quick as possible[l]. The
stations that participated in the experiments were
Tsukuba, Kashima, Onsala and Metsahovi. We
performed the experiments Jul. 14, 2007, Sep. 4,
2007, Oct. 29, 2007, Nov. 22, 2007 and Feb. 21,
2008. We could obtain the UT1 result within 3
minutes 45 seconds after the end of the last scan of
the session on Feb. 21, 2008[2].

With this success we have applied this technol-
ogy to the processing of INT2 session. It is nec-
essary to automate processing, because Tsukuba
correlator is unattended weekends. We created the
environments for automatic rapid UT1 measure-
ment with “Cor.mgr”[1][3] and “MK3TOOLS” [4]
developed at NICT(National Institute of Informa-
tion and Communications Technology).

IVS NICT-TDC News No.30

2. Environmental considerations for
rapid UT1 measurement

We get Wettzell data through the high-speed
network by using UDP-based data transfer proto-
col “T'sunami”.

For data recording and the correlation process-
ing, we use K5/VSSP software packages[4] devel-
oped by NICT are employed. Tsukuba data is in
K5 format, on the other hand data from Wettzell
is Mark5 which is necessary to be converted to K5
format.

Two or more computers perform the correlation
processing by multitasking. “Cor_mgr” manages
this multitasking.

We wuse analysis tools “OCCAM” because
“CALC/SOLVE” can’t solve ambiguities automat-
ically. We use “MK3TOOLS” to run “OCCAM”.
“MK3TOOLS” are a collection of programs which
allow to read/write MK3 databases without bind-
ing the CALC/SOLVE libraries. It uses the
NetCDF format to store the data before MK3
databases are created. “MK3TOOLS” run “OC-
CAM” to obtain the UT1 values and ambiguities
resolution. MK3 databases are created from the
NetCDF files that contain the ambiguities resolu-
tion.

3. Flow of rapid UT1 measurement
3.1 Data transfer and conversion

Figurel shows the outline of the data transfer.
Tsukuba correlator gets Wettzell data as soon as
one observation is finished. The observation data is
recorded by sampling rate 256Mbps. The transfer
rate of 200Mbps that is fast enough to transfer the
data. It takes about 80 seconds to transfer the data
(about 1.8GByte).

The program “mb5tok5” converts Markd format
of Wettzell data to K5 format. It takes about two
minutes for one data conversion. If there are no
data, it sends an error message to Tsukuba corre-
lation staff by e-mail.

3.2 Fringe search, Correlation processing
and Bandwidth synthesis

1. Fringe search

The program “cor” performs the fringe

search as soon as the first scan data conver-
sion is finished. The program “apri_calc” cre-
ates a priori file before the fringe search. The
clock offset and rate are of the previous values
of fringe detection. If the fringe is detected,
the value of the clock offset and rate are cor-
rected, and the program “apri_calc” creates a
priori file again. If the fringe is not detected, it
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Data conversion is executed as soon
as data is transmitted.

After the data conversion of 1st scan
ends, A priori file is made.
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Figure 1. the outline of the data transfer

sends an error message to Tsukuba correlation
staff by e-mail.

The fringe search takes about five times as
long as scan time, and it takes about one
minute to create a priori file.

2. Correlation processing and Bandwidth
synthesis

Figure2 shows the outline of the correla-
tion processing and the bandwidth synthesis.
The correlation management tools “Cor_mgr”
manage multitasking correlation processing.
As soon as one scan data conversion is fin-
ished, “Cor_mgr” on the control server throw a
job to correlation servers which are in standby
status. We use ten correlation servers. The
correlation processing takes about 1.3 times
as long as a session time.

The program “komb” on the control server
performs a bandwidth synthesis after all cor-
relation processing are finished. It takes about
two minutes for a bandwidth synthesis.

3.3 Primary analysis

Figure3 shows the outline of primary analysis.
“MK3TOOLS” on the analytical server creates a
NetCDF file from the bandwidth synthesis files,
and translates the NetCDF file into a NGS card.
“MK3TOOLS” run “OCCAM” which calculates
the UT1-UTC value and resolves the X- and S-
band ambiguities. It finishes the UT1 caluclation

Correlation processing and Bandwidth synthesis

The control server throw a job to correlation server as soon
as the data conversion of each one scan end.

—
Correlation -
Server

After all the correlation
processing are finished, the
bandwidth is synthesized.

>
Correlation
Server

Figure 2. outline of the correlation processing and
the bandwidth synthesis

within one minute, and sends the UT1 value to
Tsukuba correlation staff by e-mail.

In addition, “MK3TOOLS” create MK3
databases from the NetCDF file containing the
ambiguities resolved, and we obtain the UT1
values using “CALC/SOLVE” at the beginning of
the week.

3.4 Processing time

The time for obtaining the UT1 value after the
end of the last scan of the session becomes about
36 minutes. Figure4 shows the processing time of
K09046(Feb. 25, 2009).

The most of the processing time are taken up by
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Primary analysis

[ OCCAM can automatically measure the UT1 and automatically

resolve a X,S-band ambiguities.
CALC/SOLVE can't automatically resolve ambiguity.

Analytical server

MK3TOOLS

server

MK3TOOLS run OCCAM to measure the UT1
as soon as the bandwidth synthesis is finished,
and it sends the UT1 measurements to Tsukuba
correlation operator by e-mail.

Figure 3. outline of primary analysis

the data conversion and the correlation processing
. The correlation processing time becomes long as
time of the data conversion increased. If we use
two or more computers for a data conversion, the
data conversion time will be shorter.

the processing time (K09046)

The processing
finish 9:05

session start session end
7:30 8:29

Data transfer 58min

4min 3min

Data conversion 73min

26min

Make a priori files Jimin

Correlation BOmin

33min

Bandwidth synthesis 2min

Primary analysis 13sec

Figure 4. Processing time of K09046

3.5 Comparison of the UT1 measurement

Figureb shows the UT1 measurement value dif-
ference between the value by “CALC/SOLVE” and
“OCCAM”.

The mean value of “CALC/SOLVE - OCCAM”
is -7.9 microseconds, and standard deviation is
27.6 microseconds. As for the reason of the dif-
ference, the difference of analytical parameters of
“CALC/SOLVE” and “OCCAM?” is suspected. It
needs further investigation.

4. Conclusion

We created the environments for the automatic
rapid UT1 values of INT2 session and could obtain
the UT1 result about 36 minutes after the end of

IVS NICT-TDC News No.30
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Figure 5. Difference of the UT1 measurement

the last scan of the session. We'd like to improve
the environments for quick data conversion, and in-
vestigate the difference of the UT1 results between
“CALC/SOLVE” and “OCCAM”.
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Kashima 34m Antenna 20th Anniversary

Riyuichi Ichikawa (richi@nict.go.jp)

Professor Kawaguchi of National Astronomical Observatory gave the keynote presentation at the 20th
anniversary ceremony of the Kashima 34 m antenna. The Kashima 34 m antenna was built to perform
VLBI experiments 20 years ago. Professor Kawaguchi, who was belong to Radio Research Laboratory,
was in full charge of all activities related antenna installation. In his presentation he revealed that he
and his colleagues were confronted with great difficulties in order to proceed the project. The most
severe problem was time. They had to finish to install the antenna within one year. However, they
accomplished it eventually in the end of 1988. We greatly owe the recent progress in VLBI-related
research at NICT to the 34 m antenna since then and we are deeply grateful to Professor Kawaguchi
and his colleagues for their extraordinary efforts.

Figure 1. Keynote presentation by Professor Kawaguchi.

Figure 2. Some part of the presentation slide.
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“IVS NICT Technology Development Center News” (IVS NICT-TDC News) published by the
National Institute of Information and Communications Technology (NICT) (former the Commu-
nications Research Laboratory (CRL)) is the continuation of “IVS CRL Technology Development
Center News” (IVS CRL-TDC News). (On April 1, 2004, Communications Research Laboratory
(CRL) and Telecommunications Advancement Organization of JAPAN (TAO) were reorganized
as “National Institute of Information and Communications Technology (NICT)”.)

VLBI Technology Development Center (TDC) at NICT is supposed
1) to develop new observation techniques and new systems for advanced Earth’s rotation
observations by VLBI and other space techniques,
2
3
4
5

to promote research in Earth rotation using VLBI,
to distribute new VLBI technology,
to contribute the standardization of VLBI interface, and
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to deploy the real-time VLBI technique.

The NICT TDC newsletter (IVS NICT-TDC News) is published annually by NICT.

This news was edited by Yasuhiro Koyama and Hiroshi Takiguchi. Inquires on this issue should
be addressed to H. Takiguchi, Kashima Space Research Center, National Institute of Information
and Communications Technology, 893-1, Hirai, Kashima, Ibaraki 314-8501, Japan, TEL : 481-
299-84-7133, FAX : +81-299-84-7159, e-mail : htaki@nict.go.jp.

Summaries of VLBI and related activities at the National Institute of Information
and Communications Technology are on the Web. The URL to view the home
page of the Space-Time Measurement Project of Space-Time Standards Group is
“http://www.nict.go.jp/w/w1l1l4/stmp/index_e.html”.
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