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ABSTRACT

Data obtained by a very long baseline interferometer (VLBI) usually correlate with each other by a designated processor composed of many wired logic components for measuring correlation. Consequently, only a center (or station) equipped with a correlator can process the data. Even though data used to check system coherence are observed in advance of full (>24 hours) observations (this kind of test observation is called a “fringe test”), tapes containing sampled data must be gathered to the correlation center for processing. This is a disadvantage in getting quick results, especially for stations located far from the center. To obtain results of a fringe test quickly and to demonstrate feasibility, a computer software performing correlation processing of VLBI data completely by a computer (i.e., without a correlator) is developed. This software is actually used for the fringe test data observed on the baseline between Kashima and Miyazaki (about 1000 km distance) in Japan, where data are transmitted via telecommunications networks, and successfully detected fringes.

1. Introduction

Data acquired by a 1-bit digitizing method using a very long baseline interferometer (VLBI) used to be correlated completely by a computing program on the basis of every sample (bit) in the data stream\(^{(1)}\). This computing program was, however, unable to process a huge amount of data, such as a geodetic VLBI lasting for more than 24 hours, in a realistic processing period (e.g., several days for one day experiment data) because of a limited speed of calculation. The total amount of data sometimes reaches up to \(2 \times 10^{12}\) bits/station. Even though it takes 1 µsec for one-bit correlation, the total time to finish the entire data correlation is estimated to be about 23 days (this is probably quite an underestimation). In accordance with the progress in VLBI systems, a designated correlator has been used for correlation processing. Consequently, only the center (or station) equipped with a correlator can process the data.

On the other hand, in the case of the so-called “fringe test” that is a preliminary observation for checking system coherence in advance of full observations, it is convenient to correlate the data in a computer using data transmitted via telecommunications networks. This is usually faster than the direct transportation of tapes, especially in the case of stations located far from the correlation center.
For the above-described purpose, a software package that calculates cross correlation and obtains the observed delay and delay rate was developed in an HP-1000 45F computer (we named the software "CCC": Cross Correlation in a Computer). CCC has since been transplanted to an HP-1000 A900 computer.

In this paper, we describe the principle behind CCC and demonstrate some results.

2. Principle of CCC

CCC performs correlation processing in the same way as a correlator. First, we briefly describe the correlation processing carried out in the K-3 correlator.

Figure 1 shows a schematic block diagram of the K-3 correlator. Fringe stopping used to cancel out the Doppler shifts due to the earth's rotation is applied to the X (reference) data stream. It is performed by multiplying the cosine and sine functions of the a priori fringe phase to the data stream independently, where a 3-level approximation (−1, 0, 1) of functions is adopted. Also, delay tracking used to calibrate the continuous change of delay due to the earth's rotation is applied to the Y (remote) data stream. To minimize the coherence loss due to step-like delay tracking, the phases of the fringe stopping functions are changed by 30 degrees at the time when a bit shift takes place\(^{(2)}\). Then both X and Y data streams correlate with each other to form 8-lag complex cross-correlation function.

![Schematic block diagram of the K-3 correlator.](image)

Data processing by CCC is essentially the same as that by the K-3 correlator, except for the lag size in correlation and representation of the fringe stopping function. The length of lags is changeable from 8 lags up to 512 lags, and no level approximation is made for cosine and sine functions.

2.1 CCC Data

The data necessary for CCC are prepared by the K-3 decoder\(^{(3)}\). The K-3 decoder has a 1-Mbit
(1,048,576 bit) buffer memory in order to correspond to a data stream period of 0.262 sec when data are sampled at a frequency of 4 MHz, which is common for a geodetic VLBI. It takes approximately 1 minute for data to transfer from the K-3 decoder to the host computer. Both the K-3 recorder\(^4\) and K-3 formatter\(^3\) can be data inputs for the decoder. However, to use the data available for a fringe search covering a 0.25 Hz wide search range that is typical for a geodetic VLBI, data streams at 4 sec intervals at the longest are required. This is realized only by playing back the data repeatedly, because the K-3 formatter produces a data stream in real time. Thus, only data at 1 minute intervals are available when the K-3 formatter is used. These intervals are too long. Therefore only the data taken from the data recorder are described below.

First, data on tapes are reproduced and stored in the buffer memory in the K-3 decoder. Then the data are transferred into a computer via the IEEE-488 bus. A tape must be reproduced and rewound repeatedly with data read out point forward by at least a 0.262 sec step in order to obtain the data stream necessary for an effective fringe search (Fig. 2). For other station data, the same procedure should be done. Especially, the beginning of the data stream should be the same among stations in terms of the time label. In the CCC software, 1 Mbit data are recognized as a block of 16 records of data, where one record consists of 8192 byte data (see Fig. 2). As one frame of a K-3 data format consists of 2500 byte data, of which the first 20 byte data are header data including time information, at least one header is included in a record. We can, therefore, process the data on a record by record basis because the beginning and end time of one record data can easily be obtained by decoding the header data included in a record.
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Fig. 2 Data format for CCC.
Fig. 3  Flowchart of CCC.
A detailed flow of data processing is shown in Fig. 3. A record of data is further divided into four 2048-byte subrecords, so as to speed up computation using a linear approximation of delay during the sub-record period, as described later. The total number of sub-records in a block is, therefore, 64.

2.2 Cross Correlation

The actual cross correlation is computed for every subrecord and accumulated up to one block. Finally, we obtain $N$ correlated data, where $N$ is the number of blocks. These data are used to calculate the "coarse search function" described later. In the explanation below, $n$ is the block number, $j$ is the subrecord number in a block, and $k$ is the bit position in a subrecord, e.g., $F_{njk}$ expresses the value $F$ at the $k$-th bit in the $j$-th sub-record of the $n$-th block. Also, the X and Y data streams are expressed as $x_{nj}(k)$ and $y_{nj}(k)$.

The parameters necessary for actual correlation processing in a sub-record, such as a delay and delay rate, are calculated for the time at the first bit, $t_{nj1}$, of every sub-record as

$$
\tau_{nj1} = \tau_0 + \ddot{\tau}_0 (t_{nj1} - t_0) + \frac{1}{2} \ddot{\tau}_0 (t_{nj1} - t_0)^2 + \frac{1}{6} \dddot{\tau}_0 (t_{nj1} - t_0)^3 - C_{lj} k_{X-Y}, \quad \ldots \ldots \ldots (1)
$$

$$
\dot{\tau}_{nj1} = \ddot{\tau}_0 + \frac{1}{2} \ddot{\tau}_0 (t_{nj1} - t_0), \quad \ldots \ldots \ldots \ldots \ldots \ldots (2)
$$

where, $\tau_0$, $\ddot{\tau}_0$, and $\dddot{\tau}_0$ denote the a priori values of delay, delay rate, delay acceleration, and rate acceleration, respectively, at the epoch $t_0$ taken at the center of the whole data stream, and $C_{lj} k_{X-Y}$ denotes the a priori clock offset between the X and Y station clocks (the positive sign of the clock offset here is taken when a clock of Y station is delayed to that of X station). These a priori values are calculated by a different software (it is not described here, because it is beyond the scope of this paper).

The length of a sub-record is about 4 msec for a 4 MHz sampling. This is short enough to neglect a delay change caused by delay acceleration in the period; the effect converted into a fringe phase at 8 GHz is estimated to be merely 10 arc seconds at most during 4 msec. Therefore, the expected delay at the $k$-th bit in the $j$-th sub-record of the $n$-th block is approximated well by $\tau_{nj1}$ and $\dot{\tau}_{nj1}$ as

$$
\tau_{njk} = \tau_{nj1} + \dot{\tau}_{nj1}(k-1) T_b, \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (3)
$$

where $T_b$ is the sampling period (0.25 $\mu$sec for 4 MHz sampling). Then we can calculate the fringe phases necessary for fringe stopping as

$$
\phi_{njk} = \omega_0 \tau_{njk} \text{ (rad)}, \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (4)
$$

where $\omega_0$ is the observation angular frequency in the sky. Because phase increment (or decrement) during $T_b$ is at most 2$^\circ$ for a baseline on the earth at 8 GHz, we can decrease the calculation frequency of $\phi_{njk}$ from every bit to every 8 bits (byte) without introducing any serious error in the correlation. This results in a speedup of processing. Quantization of $\tau_{njk}$ into the $T_b$ step is required to get the pickup bit position in the Y data stream. It is given by
\[ q_{\delta j k} = \text{nint}\left(\frac{\tau_{\delta j k}}{T_b}\right), \]  

where a function nint(x) calculates the nearest integer value of x. Hence, the cross correlations at the l-th lag after fringe stopping are calculated as follows,

\[ C_n(l) = \sum_{j=1}^{J} \sum_{k=1}^{K} y_{nj}(k-q_{\delta j k}-l)x_{nj}(k)\cos(\phi_{nj k} + \Delta\phi), \]  

\[ S_n(l) = \sum_{j=1}^{J} \sum_{k=1}^{K} y_{nj}(k-q_{\delta j k}-l)x_{nj}(k)\sin(\phi_{nj k} + \Delta\phi), \]  

where \( J = 64 \), \( K = 16384 \), and

\[ \Delta\phi = \begin{cases} 
0 & \text{for } q_{\delta j k} = q_{nj}(k-1) \\
\frac{\pi}{2} & \text{for } q_{\delta j k} = q_{nj}(k-1)+1 \\
-\frac{\pi}{2} & \text{for } q_{\delta j k} = q_{nj}(k-1)-1,
\end{cases} \]

where \( q_{nj(k-1)} \) means the quantized delay at the time 1 bit earlier. By combining \( C_n(l) \) and \( S_n(l) \), we obtain a complex correlation function, i.e.,

\[ R_n(l) = C_n(l) - iS_n(l). \]

2.3 Delay and Delay Rate Search

The Fourier transform of \( R_n(l) \) gives the video cross-spectrum function \( V_n(s) \), where \( s \) is the index of video frequency. We define the coarse search function \( D(\Delta\tau, \Delta\dot{\tau}) \) as

\[ D(\Delta\tau, \Delta\dot{\tau}) = \sum_{n=1}^{N} \left( \sum_{s=1}^{S} V_n(s)\exp(-\omega_s\Delta\tau) \right) \exp(-i\omega_0\Delta i\Delta t n), \]

where \( \omega_s \) is the s-th angular video frequency, and \( \Delta\tau \) is the time interval between blocks. The residual delay and delay rates are given as values that maximize the absolute value of \( D(\Delta\tau, \Delta\dot{\tau}) \).

3. Examples of Processing Results

We have developed CCC by checking results using real VLBI data obtained on a Kashima-Gilcreck (Alaska) baseline as a part of regular geodetic experiments conducted in May 1985. Figure
4 shows the results of the CCC test. In the figure, the coarse search function integrated for the period of 4.2 seconds is displayed. The 64-bit lag correlation function was computed in this example. It took about 8 hours to process 16 blocks of data in the HP-1000 45F; now, the processing speed is improved by a factor of 3 by transplanting CCC into the HP-1000 A900. The time required for processing is of course dependent upon search ranges. A clear peak appeared at the a priori position, i.e., just center of both the delay and rate search ranges. We used the a priori values that were obtained by the K-3 correlator. This demonstrates that CCC estimations are an unbiased delay and delay rate with respect to those obtained by the correlator hardware.

After developing CCC, it was used in the actual fringe test of a domestic VLBI measurement conducted on the baseline between Kashima and Miyazaki (about 1000 km west southwest from Kashima), which was operated by the Geographical Survey Institute (GSI) of Japan, on October 6, 1986. Figure 5 shows the system used for CCC. First, the sampled data were recorded on tapes as in usual VLBI observations both in Kashima and Miyazaki. Next, data were reproduced and acquired by the K-3 decoder. The data in the 1-Mbit buffer memory were written on a computer magnetic tape via a control computer at Kashima. In Miyazaki, the data were transmitted to Kashima over telephone lines by a modem with a baud rate of 1200 bit/sec. It took 1 hour and 21 minutes to transfer 4-Mbit data to Kashima. This time is much longer than that expected from the baud rate, probably due to some overhead included in the transmitting protocol (the equivalent baud rate calculated from above values was about 800 bit/sec). The data received at Kashima were also written on a computer magnetic tape. These tapes were read by the host computer HP-1000 45F, then CCC was executed for these data. Figure 6 shows three coarse search functions for different search ranges of delay, which are 3.88 μsec,
15.88 μsec, and 31.88 μsec for the top, middle, and bottom panels, respectively. The integration period was 3.1 seconds. As clearly shown in the figure, we successfully detected a single peak. The time required for the whole process to detect fringes was approximately 10 hours, and it was of course faster than the fringe check by means of tape transportation. Afterwards, the peak obtained by CCC was confirmed to be the real correlation maximum by comparing it with the results obtained by the K-3 correlator using raw observed data from Miyazaki.

Fig. 5  Total system used for the actual fringe test using CCC. See text for details.

Fig. 6  Fringe check results obtained by CCC using the system shown in Fig. 5. The fringe test was performed on the Kashima-Miyazaki baseline (about 1000 km distance) on October 6, 1986. Three panels correspond to three different search widths of delay, i.e., 3.88 μsec, 15.88 μsec, and 31.88 μsec for the upper, middle, and lower panels, respectively. Clear single peak represents a successful detection of fringes.
4. Conclusion

We have developed a software named “CCC” that performs cross correlation of VLBI data completely by computer. CCC was actually used in the fringe test of a domestic VLBI experiment conducted on October 6, 1986 and successfully obtained fringes. The processing speed of CCC has been improving because of transplantation to a computer with a much faster operational speed. Increased speed in operation will be accomplished by improving the computation algorithm. Also, it is now possible to use a much faster modem than it was 5 years ago. Both of these improvements will dramatically decrease the time required for fringe checks to a more realistic time. Moreover, the development of a real-time VLBI technique will continue.
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