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21cm線観測
　宇宙再電離期を直接観測する手法として中性水素の超微細構造由来の21cm線を観測す
る方法がある。現在21cm線はMurchison Widefield Array(MWA)やLow Frequency 
Array(LOFAR)などの電波望遠鏡により観測され始め、2020年頃にはSquare Kilometre 
Array(SKA)による詳細な観測が予定されている。
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The Murchison Widefield Array (MWA)

Phase&I&(2013-2015)&

•80&-&300&MHz&(z&=&4&-&16)&
•128&8les&(each&16&dipoles&
combined&electronically)&
•Resolu8on:&2&arcmin&(1/10&
Moon&diameter)&
•Array&diameter&~3km.

Primary&science&goal:&sta$s$cal&detec8on&of&the&signal&
from&the&EoR,&and&es8ma8on&of&basic&parameters

SKA$Low(precursor(instrument

Astrophysical foregrounds
Introduction

Jelic et al 2008

Three main strategies
• Removal 
• Avoidance 
• Cross correlation

　しかし、21cm線は近傍の銀河系シンクロトロン放射や系外電波といった強烈な前景放
射(foreground)に覆い隠されてしまい、未だ検出されていない。(前景放射に埋もれた観
測量から21cm線シグナルを同定するのは極めて困難。)

MWA（オーストラリア） LOFAR(オランダ）

Ongoing 21cm observation
PAPER（南アフリカ）

• 周波数：80-300MHz 

• 周波数分解能：~40kHz 

• 角度分解能：~2分角 

• 視野：~20×20平方度 

• 最大基線長(core)：
~1.5km

• 周波数：30-80MHz 

               120-240MHz 

• 周波数分解能：~0.8kHz 

• 角度分解能：~2分角 

• 視野：~3×3平方度 

• 最大基線長(core)：~2km

• 周波数：100-200MHz 

• 周波数分解能：97.6kHz 

• 角度分解能：~0.3度 

• 視野：~1✕1平方度 

• 最大基線長：~300m

MWA(オーストラリア) LOFAR(オランダ) SKA1-Low(オーストラリア)

21cm線-Lyman-α emitter相互相関

21cm-LAE cross-power spectrum

　前景放射の影響を低減する方法として、21cm線とLyman-α emitter(LAE)との相互相
関に注目した。LAEとはLyman-α(1216Å)で特徴的な輝線を持つ遠方銀河の一つである。
一般的にLAEは電離領域に分布するため、21cm線とは反相関の関係にあると予想される。
一方で、前景放射とLAEの分布には相関関係が無いため観測される21cm線とLAEとの相
互相関を取ることで原理的に21cm線シグナルを同定することができる。 
※前景放射との相関(平均)はゼロだが、その分散は残る[1]。

Fig.1. 21cm線観測における前景放射(イメージ)。
一番奥のパネルは予測される21cm線シグナル。 
その手前に前景放射が多数存在し、 
これらは21cm線シグナルと比較すると温度[K]に
して4桁以上大きい。
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Figure 2. Top: the 21cm brightness temperature in mid model
at redshift z = 6.6. In fully ionized region δTb ∼ 0mK. Bottom:
the associated LAE distribution. The panels are maps integrated
within ∆z = 0.1 ∼ 40Mpc.

face of a galaxy for evaluating the fraction of the Lyα flux
transmitted through the IGM, because the Lyα transmis-
sion rate is sensitive to the line profile. In this work, we use
the line profiles obtained by solving Lyα radiative transfer
with an expanding spherical cloud model in which the ra-
dial velocity is assumed to obey v(r) = Vout

(
r
rvir

)
, where rvir

and Vout are the virial radius of a halo and the galactic wind
velocity (Yajima et al. 2017). The line profile is controlled
by two parameters; the galactic wind velocity Vout and the
H i column density in a galaxy NH i. In the expanding cloud
model, photons with short wavelengths are selectively scat-
tered by outflowing gas. As a result, an asymmetric pro-
file with a characteristic peak at a wavelength longer than
1216 Å emerges from the surface of a galaxy.

Using the obtained line profile φα (ν), the Lyα transmis-

sion rate Tα,IGM is calculated as

Tα,IGM =

∫
φα (ν0) e−τν0,IGM dν0∫

φα (ν0)dν0
, (18)

where ν0 is the frequency in the rest-frame of a galaxy, τν,IGM
is the optical depth through the IGM described as

τν0,IGM =

∫ lp,max

rvir

sα (ν,Tg)nH idlp, (19)

where sα is the Lyα cross section of neutral hydrogen. Note
that the frequency in the rest frame of the expanding gas,
ν, is given by

ν = ν0

(
1 −

H (z)lp

c

)
, (20)

where lp is the distance from an LAE candidate in the phys-
ical coordinate. The upper bound of the integration, lp,max,
is set to be 80 comoving Mpc. The Lyα transmission rate
Tα,IGM tends to be higher as the outflow velocity Vout or
the H i column density NH i increases, because the remark-
able peak shifts towards redder wavelengths (Yajima et al.
2017).

In summary, observable Lyα luminosity is given by

Lα,obs = fesc,αTα,IGMLα,int. (21)

As described above, the transmission rate Tα,IGM implic-
itly depends on Vout and NH i. Thus, the observable Lyα
luminosity is determined not only by the neutral hydro-
gen distribution in the IGM, but also three parameters, i.e.,
fesc,α , Vout and NH i. In this work, we set the parameters
to be 0.16 ≤ fesc,α ≤ 0.45, Vout = 150km/s, NH i = 1019 or
1020cm−2 so that simulated Lyα luminosity functions match
the observed LFs. The parameters we set are summarized
in Table1. Fig.3 shows the comparison between the sim-
ulated Lyα luminosity functions with the chosen param-
eters and observed LFs at redshifts z = 6.6(Konno et al.
2017) and z = 7.3(Konno et al. 2014). Although the sim-
ulated LFs are well consistent with observations, as men-
tioned above, our simple LAE model cannot reproduce clus-
tering properties of LAEs provided by recent observation
with HSC (Ouchi et al. 2017; Inoue et al. 2017). We note
that LAE bias in our LAE model is larger than the results
in Ouchi et al. (2017); Inoue et al. (2017) by one order of
magnitude at k ∼ 1.0Mpc−1. This inconsistency will dimin-
ish the power of the cross-spectrum signal by the magnitude
and possibly affects the detectability of the cross-power sig-
nals on small scales. We will discuss this point in the future
work.

The bottom panel of Fig. 2 shows the distribution of
observable LAEs (Lα,obs > 1042erg/s) in the mid model
at z = 6.6. The comparison between the 21cm and LAE
maps indicates that LAEs clearly reside in the ionized re-
gion (δTb ∼ 0mK) and the 21cm brightness temperature is
high in the no LAEs region. This anti-correlation was seen
in the previous works.

4 DETECTABILITY

In this section, we describe how to estimate the error on
the cross-power spectrum. We calculate the error accord-
ing to Lidz et al. (2009); Furlanetto & Lidz (2007). As to
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Figure 2. Top: the 21cm brightness temperature in mid model
at redshift z = 6.6. In fully ionized region δTb ∼ 0mK. Bottom:
the associated LAE distribution. The panels are maps integrated
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Fig.2. 予測される21cm線輝度温度分布(左図)とLAE分布(右図)。21cm線輝度温度が高い領域
(中性領域)にはLAEは分布せず、21cm線輝度温度が低い(電離領域)に多く分布する(反相関)。

　現在LAEはすばる望遠鏡のHyper Suprime-Cam(HSC)により観測されており、既に
初期成果も報告されている[2-6]。HSCは1.5      の広視野を実現し、狭帯域フィルターを
用いて赤方偏移z=5.7-7.3におけるLAEを探査する。

Lyman-α emitter(LAE)

・ライマンα(1216Å)で強い輝線をもつ遠方銀河 
・電離源の一つ → 21cmと相関 
・ケック望遠鏡やハッブル望遠鏡により数千個以上発見 
・すばるのHyper Suprime-Cam(HSC)による探査

ICRR, University of Tokyo

LAE探査

Hyper Suprime-Cam

　しかし、HSCはΔz=0.1程度の赤方偏移不定性
があり、個々のLAEの赤方偏移を正確に決定する
ことができない。そこで、 
Prime Spectrograph System(PFS)分光装置
を用いて個々のLAEの赤方偏移をΔz=0.0007の高
精度で決定する計画がある。
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tion δm as (Furlanetto et al. 2006),

δTb (z) ≈ 27xH i(1 + δm)
(

1 + z
10

0.15
Ωmh2

) 1
2
(
Ωbh2

0.023

)
[mK], (1)

where Ωm and Ωb are density parameters of matter and
baryon, respectively, and h is the Hubble constant in units
of 100 km s−1Mpc−1. Here, we consider the late stage of EoR
so that we assume the spin temperature is much higher than
the CMB temperature.

In order to define the 21cm-LAE cross-power spectrum
we define spatial fluctuation of δTb as,

δ21(x, z) ≡ δTb (x, z) − δTb (z)
δTb (z)

, (2)

where δTb (z) is the spatial average of δTb . Similarly, we de-
fine fluctuations in galaxy (LAE) abundance as,

δgal(x, z) ≡
ngal (x, z) − n̄gal (z)

n̄gal(z)
, (3)

where ngal(x, z) is the number density of galaxies (LAEs) and
n̄gal(z) is the spatial average of ngal. Note that both δ21(x)
and δgal(x) are dimensionless quantities. Defining δ̃21(k) and
δ̃gal(k) to be Fourier transform of δ21(x) and δgal(x), respec-
tively, the cross-power spectrum P21,gal (k) is given by

⟨δ̃21(k1)δ̃gal(k2)⟩ ≡ (2π)3δD (k1 + k2)P21,gal (k1), (4)

where δD (k) is the Dirac delta function. The dimensionless
cross-power spectrum is given by

∆2
21,gal(k) =

k3

2π2 P21,gal (k). (5)

The cross-correlation function ξ21,gal(r) is defined as,

ξ21,gal(r) ≡ ⟨δ21(x)δgal (x + r)⟩, (6)

which is related to the cross-power spectrum by Fourier
transform:

ξ21,gal(r) =
1

(2π)3

∫
P21,gal(k)

sin(kr)
kr

4πk2dk . (7)

Finally, the cross-correlation coefficient is defined as,

r21,gal(k) =
P21,gal(k)

√
P21(k)Pgal (k)

. (8)

where P21(k) and Pgal (k) are auto-power spectra of 21cm-
line brightness temperature and galaxies, respectively, given
by,

⟨δ̃21(k1)δ̃21(k2)⟩ ≡ (2π)3δD (k1 + k2)P21(k1), (9)

⟨δ̃gal (k1)δ̃gal (k2)⟩ ≡ (2π)3δD (k1 + k2)Pgal (k1). (10)

3 SIMULATION DATA

We compute the cross-correlation signal using our numeri-
cal simulations. In this section, we describe how the simu-
late the reionization process and obtain mock LAE samples.
More details will be presented elsewhere (Hasegawa et al. in
preparation).

3.1 Reionization model

Previous radiation hydrodynamics (RHD) simulations have
shown that radiative feedback regulates star formation rates
in galaxies and the IGM clumping factor during the EoR
(Pawlik et al. 2009; Finlator et. al 2012; Wise et al. 2012;
Hasegawa & Semelin 2013). However, due to expensive com-
putational costs, it is very difficult to conduct cosmological
RHD simulations with a large enough volume to sample the
large-scale ionization structure of the IGM and high enough
spatial resolution to resolve radiative feedback on galaxies.
Hence in our reionization simulations, we first constructed
sub-grid models of ionizing sources and IGM clumping factor
from a cosmological RHD simulation with high resolution,
and then use the models for post-processing radiative trans-
fer calculation (Hasegawa et al. (2016), Hasegawa et al. in
preparation).

The RHD simulation used for deriving the sub-grid
models was performed with 2×5123 particles in a simulation
volume of (20 Mpc)3. We adopted an RHD method similar to
that in Hasegawa & Semelin (2013). Since the escape frac-
tion is sensitive to the amount and distribution of gas in
galaxies, the escape fraction in the RHD simulation is regu-
lated by UV and supernovae feedback effects and turns out
to be high for less massive galaxies. Additionally, the RHD
simulation showed that the clumping factor varies not only
with the local ionization degree but also with the local den-
sity (Hasegawa et al. 2016). To appropriately consider these
remarkable features found in the RHD simulation, we made
look-up tables for the spectral energy distribution (SED)
of galaxies (as a two-dimensional function of the halo mass
and the local ionization degree) and the IGM clumping fac-
tor (as a two-dimensional function of the local IGM den-
sity and the local ionization degree) from the RHD simula-
tion results. The stellar age dependent SED was computed
with PÉGASE21 (Fioc & Rocca-Volmerange 1997), assum-
ing the Salpeter mass function ranging from 0.1 M⊙-120 M⊙.
With this environment-dependent clumping factor model,
the clumping factor tends to be higher as the local density
increases and as the local ionization degree decreases. The
clumping factor ranges from ∼ 1 to ∼ 100. Similarly to pre-
vious studies (Pawlik et al. 2009; Finlator et. al 2012), the
typical value corresponds ∼ 3 in highly ionized regions (see
Figure 2 of Hasegawa et al. 2016).

The matter distribution at each redshift is obtained
from a large-scale N-body simulation performed with a mas-
sive parallel TreePM code GreeM2 (Ishiyama et al. 2009,
2012), for which 40963 particles in a (160 Mpc)3 box are
utilized. We divide the whole volume into 2563 cells for the
post-processing radiative transfer calculation and thus each
grid size corresponds to 0.625 Mpc on a side. The time evo-
lution of the H i, He i, and He ii fractions (xH i, xHe i and

1 http://www2.iap.fr/users/fioc/PEGASE.html
2 http://hpc.imit.chiba-u.jp/̃ishiymtm/greem/
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相互相関における観測量はフーリエ空間における21cm線輝度温度とLAEの数密度の空間
的揺らぎの積のアンサンブル平均として与えられ、cross-power spectrumと呼ばれる。

cross-power spectrum

8 K. Kubota, S. Yoshiura, K. Takahashi, K. Hasegawa et al.

5 RESULTS

5.1 Cross-correlation signal

First of all, we start by showing the redshift evolution of
the 21cm-LAE cross-correlation statistics in our simulations.
Fig. 4 shows the 21cm-LAE cross-power spectrum, cross-
correlation function, and cross-correlation coefficient at red-
shift z = 7.3, 7.0, 6.6. Here, we counted LAEs which are
brighter than the detectable luminosity in the Ultra-deep
survey of Subaru HSC at redshift z = 6.6,7.3. We set the
detectable luminosity at redshift z = 7.0 by interpolating
between z = 6.6 and z = 7.3. Generally, the cross-power
spectrum has large absolute values when the average neutral
fraction is close to 0.5, because the fluctuations in neutral
fraction is maximum then. As to the sign, it has negative
(positive) values at large (small) scales as seen in previous
works. The positive correlation is considered to be caused by
the correlation between the ionized region around the LAEs
and the underdense region inside the ionized bubbles. The
sign of the cross-power spectrum changes at k ∼ 0.3 Mpc−1

at z = 6.6 and k ∼ 0.8 Mpc−1 at z = 7.3. This scale is often
called turnover scale and represents a typical size of ionized
bubbles at a given epoch (Lidz et al. 2009). These behaviors
can also be seen in the cross-correlation coefficient (bottom
of Fig. 4). While the negative correlation at large scales are
relatively strong, the coefficient at small scales is positive
but much smaller than unity so that the correlation is very
weak.

The cross-power spectrum from our simulations has rel-
atively large amplitudes at small scales compared to the pre-
vious works with semi-numerical methods(Lidz et al. 2009;
Park et al. 2014; Sobacchi et al. 2016). This is caused by the
difference in the treatment of ionization state in high density
regions. While the ionization fraction inside ionized bubbles
is exactly equal to zero in most semi-numerical methods, be-
cause the recombination rate is properly taken into account
in our simulations as described in Sec.3, high density regions
inside ionized bubbles where LAEs often reside are slightly
neutral in our calculation. These slightly neutral regions con-
tribute to the cross-correlation and auto-correlation at small
scales.

The cross-correlation function (center of Fig. 4) also
shows the negative correlation at the associated scale.
The cross-correlation function shows negative correlation at
scales smaller than ∼ 40 Mpc and has a large amplitude at
z = 7.0. The negative correlation at small scales is caused by
galaxy fluctuations embedded in mostly ionized regions. The
amplitude of the negative correlation becomes larger from al-
most neutral state to half ionized state and it is largest when
the half of the IGM is ionized(Hutter et al. 2016). The larger
amplitude of z = 7.0 at small scales indeed describes such
the behavior.

Thus, we could confirm the qualitative features found in
previous works with more realistic simulations with the im-
proved treatment of the recombination rate and the clump-
ing factor for the calculation of ionization structure.

5.2 Detectability

In this subsection, we discuss the detectability of cross-
correlation signal. In Sec.5.1, we demonstrated the 3D cross-
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Figure 4. 21cm-LAE cross-power spectrum (top), cross-
correlation function (center), and cross-correlation coefficient
(bottom) in mid model. In the top figure the solid and the dotted
line represent positive and negative value of the cross-power spec-
trum, respectively. We show results at (redshift z, neutral fraction
fHI) = (7.3, 0.60), (7.0, 0.31) and (6.6, 0.017).

power spectrum signal in our simulation box. Here, we con-
sider a case where PFS is unavailable and precise redshift
information cannot be obtained, as well as a case where both
HSC and PFS are available. As we mentioned before, in the
former case, only 2D cross-power spectrum can be measured.
To estimate the signal of this case, we integrate 21cm-line
signal of a slice with the width of 40Mpc, which corresponds

MNRAS 000, 1–14 (2017)

Fig.3. 21cm-LAE cross-power spectrumの
赤方偏移進化。(赤方偏移z, 中性率f)= 
(7.3, 0.60),(7.0, 0.31), (6.6, 0.017)。 
実線は正値、点線は負値を表す。 
※データ提供: K-computer@RIKEN AICS, 
XC30 @NAOJ CfCA (Hasegawa+ in prep.)

・大スケールの負値は21cm線シグナルとLAEの反相関を反映している。 
・小スケールの正値は電離領域内の低密度領域とLAE周囲の電離領域との相関を反映し、   
   符号が遷移するスケール(turnover scale)は電離領域(バブル)のサイズに対応する。

検出可能性
 本研究では、MWAやSKAの21cm線観測とHSCのLAE探査を組み合わせたcross-power 
spectrumの検出可能性を検証する。また、PFS分光観測の必要性についても検証する。 
cross-power spectrumに対するエラーはsample variance(    ,     ,        )や21cm線観
測における熱的雑音(     )、LAE探査におけるshot noise(    )のcross-termで与えられる。
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survey, the error on the cross-power spectrum for a particu-
lar mode is give by

2[δP2
21,gal(k, µ)] = P2

21,gal(k, µ) + δP21(k, µ)δPgal(k, µ). (24)

The first term represents sample variance on the cross-power
spectrum and the second term is a product of Eqs. (22)
and (23). We then compute the error on the cross-power
spectrum by summing the errors for each k-modes in inverse
form. The errors on the spherically averaged cross-power
spectrum are,

1
δP2

21,gal (k)
=

∑

µ

∆µ
ϵk3Vsur

4π2
1

δP2
21,gal (k, µ)

, (25)

where ϵ = ∆k/k is the logarithmic width of the spherical
shell, and Vsur is the effective survey volume for 21cm ra-
dio telescope which is given by Vsur = D2∆D(λ2/Ae ). If the
galaxy survey has a smaller volume than 21cm-line survey,
we set Vsur = Vgal. We note the typical survey volume for
the 21cm observation and the galaxy survey are of order
Vsur ∼ 109Mpc3 and Vgal ∼ 106Mpc3, respectively. In our cal-
culation, the survey volume of the 21cm observation is much
larger than that of the galaxy survey so that the sensitivity
on the cross-power spectrum is limited by Vgal.

We then calculate the total signal-to-noise (S/N) ratio
which is summation of the S/N in each k bin,

(S/N )2
total =

Nbin∑

i

( ∆k
ϵki

)
(S/N )2

i , (26)

where Nbin and ∆k are the number of bins and the bin size,
respectively.

Next, we consider a case where PFS is not available and
precise redshift information of LAEs cannot be obtained. In
this case, a 2D projection of 3D cross-correlation signal can
be obtained. We can derive observational errors in this case
easily from the above 3D case. Since µ is always zero (k ∥ = 0)
in 2D space, the error on a measurement of the 21cm power
spectrum is reduced to:

δP21,2D(k) = P21,2D(k) +
T2

sys

Btint

D2

n(k)

( λ2

Ae

)2
, (27)

where P21,2D(k) is 2D 21cm power spectrum. The error on
the galaxy survey is also reduced to:

δPgal,2D(k) = Pgal,2D(k) + n−1
gal, (28)

where Pgal,2D(k) is 2D galaxy power spectrum. Moreover,
one can reduce the error by integrating the signal within an
annulus in Fourier space. The number of samples in annulus
is given by:

Na = 2πk∆k
Ssur

(2π)2 , (29)

where k = |k|, and Ssur is field of view. Finally, the error for
the averaged 2D 21cm-LAE cross-power spectrum is given
by:

δP2
21,gal,2D(k) =

1
Na

[P2
21,gal,2D(k) + δP21,2D(k)δPgal,2D(k)].

(30)

Later, we will investigate the error budget of cross-
correlation measurements, so let us represent Eq. (24) more

simply. We denote the thermal noise in Eq. (22) as σN, the
shot noise in Eq. (23) as σg and the error on the cross-power
spectrum as σA. Then, Eq. (24) can be rewritten as

σA(k) ∝
√

P2
21,gal + P21Pgal + P21σg + σNPgal + σNσg. (31)

Each term in Eq. (31) represents a component of the error
on the cross-power spectrum. The error is determined by the
5 terms. We will compare these terms later.

4.2 MWA and SKA1-low

With these expressions we describe the specifications for the
21cm observation. The MWA has a large field of view (∼
800 deg2) on the sky and effective area Ae = 14 m2 at z = 8
(Bowman et al. 2006). Each antenna tile is 4 m wide and the
antennas are packed as closely as possible within a compact
core out to a maximum baseline of 1.5 km. We assume 256
antenna tiles within 750 m, a survey bandpass of B = 8 MHz,
and 1,000 hrs observing time.

The SKA is a next-generation low-frequency radio tele-
scope that will be operated from 2020. The SKA1-low, the
low-frequency component of the SKA, will consist of 670 an-
tenna tiles within 1000 m with effective area Ae = 462 m2 at
z = 8 (Waterson et al. 2016). The SKA1-low also has a wide
field-of-view of ∼ 25 deg2. As well as the MWA, we assume
the packed configuration, a survey bandpass of B = 8 MHz,
and observing time of 1,000 hrs.

4.3 HSC and PFS

Hyper Sprime-Cam (HSC) is a huge camera with a wide
field-of-view of 1.5 deg2 for Subaru telescope. Narrow-band
LAE surveys with HSC are currently ongoing and have two
layers; Ultra-deep field and the Deep field survey. The Ultra-
deep field survey has 3.5 deg2 survey area at redshift z =
6.6 and 7.3. It will discover ∼ 1700 and ∼ 39 LAEs with
the detection limit of the observed luminosity Lα = 2.5 ×
1042 erg/s and 6.8 × 1042 erg/s at redshift z = 6.6 and 7.3,
respectively. On the other hand, The Deep field survey has a
wider survey area of ∼ 27 deg2 and a larger detection limit of
the observed luminosity Lα = 4.1×1042 erg/s. It will discover
∼ 5500 LAEs at redshift z = 6.6. Because of systemic redshift
uncertainties of narrow-band surveys, the redshift has an
uncertainty of order ∆z = 0.1, which corresponds to a radial
distance of ∼ 40Mpc. Thus, they provide LAE maps which
are integrated within ∆z, where the ionization structure and
the associated LAE clustering signature are smeared out and
information on k ∥ modes is lost.

Prime Focus Spectrograph (PFS) is a spectrograph sys-
tem on Subaru telescope and is currently under develop-
ment. It has a large spectral resolving power of R ∼ 3000
as well as a wide field-of-view of ∼ 1.3 deg2. Thus, follow-up
observations of HSC fields allow us to determine the precise
redshifts of the LAEs discovered by HSC. We calculate the
error on the galaxy survey by assuming σz = 0.0007.
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・SKAの先行機であるMWAでも大スケールでcross-power spectrumを検出可能。 
・SKAは大スケールでcross-power spectrumを有意に検出可能。 
・SKAとPFSを組み合わせることで、小スケールでも検出可能になる。

・MWAの場合、21cm線観測の熱的雑音(     )が支配的。 
　→ 検出可能性を高めるためには熱的雑音を小さくすることが重要。 
・SKAの場合、大スケールでは21cm線観測のsample variance(    )が支配的。 
　→ 21cm線観測は1000時間も必要なく、観測領域を広げることが重要。
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survey, the error on the cross-power spectrum for a particu-
lar mode is give by

2[δP2
21,gal(k, µ)] = P2

21,gal(k, µ) + δP21(k, µ)δPgal(k, µ). (24)

The first term represents sample variance on the cross-power
spectrum and the second term is a product of Eqs. (22)
and (23). We then compute the error on the cross-power
spectrum by summing the errors for each k-modes in inverse
form. The errors on the spherically averaged cross-power
spectrum are,

1
δP2

21,gal (k)
=

∑

µ

∆µ
ϵk3Vsur

4π2
1

δP2
21,gal (k, µ)

, (25)

where ϵ = ∆k/k is the logarithmic width of the spherical
shell, and Vsur is the effective survey volume for 21cm ra-
dio telescope which is given by Vsur = D2∆D(λ2/Ae ). If the
galaxy survey has a smaller volume than 21cm-line survey,
we set Vsur = Vgal. We note the typical survey volume for
the 21cm observation and the galaxy survey are of order
Vsur ∼ 109Mpc3 and Vgal ∼ 106Mpc3, respectively. In our cal-
culation, the survey volume of the 21cm observation is much
larger than that of the galaxy survey so that the sensitivity
on the cross-power spectrum is limited by Vgal.

We then calculate the total signal-to-noise (S/N) ratio
which is summation of the S/N in each k bin,

(S/N )2
total =

Nbin∑

i

( ∆k
ϵki

)
(S/N )2

i , (26)

where Nbin and ∆k are the number of bins and the bin size,
respectively.

Next, we consider a case where PFS is not available and
precise redshift information of LAEs cannot be obtained. In
this case, a 2D projection of 3D cross-correlation signal can
be obtained. We can derive observational errors in this case
easily from the above 3D case. Since µ is always zero (k ∥ = 0)
in 2D space, the error on a measurement of the 21cm power
spectrum is reduced to:

δP21,2D(k) = P21,2D(k) +
T2

sys

Btint

D2

n(k)

( λ2

Ae

)2
, (27)

where P21,2D(k) is 2D 21cm power spectrum. The error on
the galaxy survey is also reduced to:

δPgal,2D(k) = Pgal,2D(k) + n−1
gal, (28)

where Pgal,2D(k) is 2D galaxy power spectrum. Moreover,
one can reduce the error by integrating the signal within an
annulus in Fourier space. The number of samples in annulus
is given by:

Na = 2πk∆k
Ssur

(2π)2 , (29)

where k = |k|, and Ssur is field of view. Finally, the error for
the averaged 2D 21cm-LAE cross-power spectrum is given
by:

δP2
21,gal,2D(k) =

1
Na

[P2
21,gal,2D(k) + δP21,2D(k)δPgal,2D(k)].

(30)

Later, we will investigate the error budget of cross-
correlation measurements, so let us represent Eq. (24) more

simply. We denote the thermal noise in Eq. (22) as σN, the
shot noise in Eq. (23) as σg and the error on the cross-power
spectrum as σA. Then, Eq. (24) can be rewritten as

σA(k) ∝
√

P2
21,gal + P21Pgal + P21σg + σNPgal + σNσg. (31)

Each term in Eq. (31) represents a component of the error
on the cross-power spectrum. The error is determined by the
5 terms. We will compare these terms later.

4.2 MWA and SKA1-low

With these expressions we describe the specifications for the
21cm observation. The MWA has a large field of view (∼
800 deg2) on the sky and effective area Ae = 14 m2 at z = 8
(Bowman et al. 2006). Each antenna tile is 4 m wide and the
antennas are packed as closely as possible within a compact
core out to a maximum baseline of 1.5 km. We assume 256
antenna tiles within 750 m, a survey bandpass of B = 8 MHz,
and 1,000 hrs observing time.

The SKA is a next-generation low-frequency radio tele-
scope that will be operated from 2020. The SKA1-low, the
low-frequency component of the SKA, will consist of 670 an-
tenna tiles within 1000 m with effective area Ae = 462 m2 at
z = 8 (Waterson et al. 2016). The SKA1-low also has a wide
field-of-view of ∼ 25 deg2. As well as the MWA, we assume
the packed configuration, a survey bandpass of B = 8 MHz,
and observing time of 1,000 hrs.

4.3 HSC and PFS

Hyper Sprime-Cam (HSC) is a huge camera with a wide
field-of-view of 1.5 deg2 for Subaru telescope. Narrow-band
LAE surveys with HSC are currently ongoing and have two
layers; Ultra-deep field and the Deep field survey. The Ultra-
deep field survey has 3.5 deg2 survey area at redshift z =
6.6 and 7.3. It will discover ∼ 1700 and ∼ 39 LAEs with
the detection limit of the observed luminosity Lα = 2.5 ×
1042 erg/s and 6.8 × 1042 erg/s at redshift z = 6.6 and 7.3,
respectively. On the other hand, The Deep field survey has a
wider survey area of ∼ 27 deg2 and a larger detection limit of
the observed luminosity Lα = 4.1×1042 erg/s. It will discover
∼ 5500 LAEs at redshift z = 6.6. Because of systemic redshift
uncertainties of narrow-band surveys, the redshift has an
uncertainty of order ∆z = 0.1, which corresponds to a radial
distance of ∼ 40Mpc. Thus, they provide LAE maps which
are integrated within ∆z, where the ionization structure and
the associated LAE clustering signature are smeared out and
information on k ∥ modes is lost.

Prime Focus Spectrograph (PFS) is a spectrograph sys-
tem on Subaru telescope and is currently under develop-
ment. It has a large spectral resolving power of R ∼ 3000
as well as a wide field-of-view of ∼ 1.3 deg2. Thus, follow-up
observations of HSC fields allow us to determine the precise
redshifts of the LAEs discovered by HSC. We calculate the
error on the galaxy survey by assuming σz = 0.0007.
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survey, the error on the cross-power spectrum for a particu-
lar mode is give by

2[δP2
21,gal(k, µ)] = P2

21,gal(k, µ) + δP21(k, µ)δPgal(k, µ). (24)

The first term represents sample variance on the cross-power
spectrum and the second term is a product of Eqs. (22)
and (23). We then compute the error on the cross-power
spectrum by summing the errors for each k-modes in inverse
form. The errors on the spherically averaged cross-power
spectrum are,

1
δP2

21,gal (k)
=

∑

µ

∆µ
ϵk3Vsur

4π2
1

δP2
21,gal (k, µ)

, (25)

where ϵ = ∆k/k is the logarithmic width of the spherical
shell, and Vsur is the effective survey volume for 21cm ra-
dio telescope which is given by Vsur = D2∆D(λ2/Ae ). If the
galaxy survey has a smaller volume than 21cm-line survey,
we set Vsur = Vgal. We note the typical survey volume for
the 21cm observation and the galaxy survey are of order
Vsur ∼ 109Mpc3 and Vgal ∼ 106Mpc3, respectively. In our cal-
culation, the survey volume of the 21cm observation is much
larger than that of the galaxy survey so that the sensitivity
on the cross-power spectrum is limited by Vgal.

We then calculate the total signal-to-noise (S/N) ratio
which is summation of the S/N in each k bin,

(S/N )2
total =

Nbin∑

i

( ∆k
ϵki

)
(S/N )2

i , (26)

where Nbin and ∆k are the number of bins and the bin size,
respectively.

Next, we consider a case where PFS is not available and
precise redshift information of LAEs cannot be obtained. In
this case, a 2D projection of 3D cross-correlation signal can
be obtained. We can derive observational errors in this case
easily from the above 3D case. Since µ is always zero (k ∥ = 0)
in 2D space, the error on a measurement of the 21cm power
spectrum is reduced to:

δP21,2D(k) = P21,2D(k) +
T2

sys

Btint

D2

n(k)

( λ2

Ae

)2
, (27)

where P21,2D(k) is 2D 21cm power spectrum. The error on
the galaxy survey is also reduced to:

δPgal,2D(k) = Pgal,2D(k) + n−1
gal, (28)

where Pgal,2D(k) is 2D galaxy power spectrum. Moreover,
one can reduce the error by integrating the signal within an
annulus in Fourier space. The number of samples in annulus
is given by:

Na = 2πk∆k
Ssur

(2π)2 , (29)

where k = |k|, and Ssur is field of view. Finally, the error for
the averaged 2D 21cm-LAE cross-power spectrum is given
by:

δP2
21,gal,2D(k) =

1
Na

[P2
21,gal,2D(k) + δP21,2D(k)δPgal,2D(k)].

(30)

Later, we will investigate the error budget of cross-
correlation measurements, so let us represent Eq. (24) more

simply. We denote the thermal noise in Eq. (22) as σN, the
shot noise in Eq. (23) as σg and the error on the cross-power
spectrum as σA. Then, Eq. (24) can be rewritten as

σA(k) ∝
√

P2
21,gal + P21Pgal + P21σg + σNPgal + σNσg. (31)

Each term in Eq. (31) represents a component of the error
on the cross-power spectrum. The error is determined by the
5 terms. We will compare these terms later.

4.2 MWA and SKA1-low

With these expressions we describe the specifications for the
21cm observation. The MWA has a large field of view (∼
800 deg2) on the sky and effective area Ae = 14 m2 at z = 8
(Bowman et al. 2006). Each antenna tile is 4 m wide and the
antennas are packed as closely as possible within a compact
core out to a maximum baseline of 1.5 km. We assume 256
antenna tiles within 750 m, a survey bandpass of B = 8 MHz,
and 1,000 hrs observing time.

The SKA is a next-generation low-frequency radio tele-
scope that will be operated from 2020. The SKA1-low, the
low-frequency component of the SKA, will consist of 670 an-
tenna tiles within 1000 m with effective area Ae = 462 m2 at
z = 8 (Waterson et al. 2016). The SKA1-low also has a wide
field-of-view of ∼ 25 deg2. As well as the MWA, we assume
the packed configuration, a survey bandpass of B = 8 MHz,
and observing time of 1,000 hrs.

4.3 HSC and PFS

Hyper Sprime-Cam (HSC) is a huge camera with a wide
field-of-view of 1.5 deg2 for Subaru telescope. Narrow-band
LAE surveys with HSC are currently ongoing and have two
layers; Ultra-deep field and the Deep field survey. The Ultra-
deep field survey has 3.5 deg2 survey area at redshift z =
6.6 and 7.3. It will discover ∼ 1700 and ∼ 39 LAEs with
the detection limit of the observed luminosity Lα = 2.5 ×
1042 erg/s and 6.8 × 1042 erg/s at redshift z = 6.6 and 7.3,
respectively. On the other hand, The Deep field survey has a
wider survey area of ∼ 27 deg2 and a larger detection limit of
the observed luminosity Lα = 4.1×1042 erg/s. It will discover
∼ 5500 LAEs at redshift z = 6.6. Because of systemic redshift
uncertainties of narrow-band surveys, the redshift has an
uncertainty of order ∆z = 0.1, which corresponds to a radial
distance of ∼ 40Mpc. Thus, they provide LAE maps which
are integrated within ∆z, where the ionization structure and
the associated LAE clustering signature are smeared out and
information on k ∥ modes is lost.

Prime Focus Spectrograph (PFS) is a spectrograph sys-
tem on Subaru telescope and is currently under develop-
ment. It has a large spectral resolving power of R ∼ 3000
as well as a wide field-of-view of ∼ 1.3 deg2. Thus, follow-up
observations of HSC fields allow us to determine the precise
redshifts of the LAEs discovered by HSC. We calculate the
error on the galaxy survey by assuming σz = 0.0007.
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Figure 3. Simulated Lyα luminosity function and observed LF
at redshift z = 6.6 (top) and z = 7.3 (bottom). The green, red,
and blue solid lines show the simulated LFs in the early, mid,
late model, respectively. In the top panel, the arrows represent
the detectable luminosity range in Ultra-deep, Deep field, and
the case of 3 × tsur in Deep field of HSC LAE surveys.

observation facilities, we consider combining the 21cm-line
observation by the MWA and SKA with the LAE survey by
Subaru HSC and follow-up observations by PFS.

Table 1. Parameter sets we chose in our LAE model at redshift
z = 6.6 and 7.3. We choose NH i = 1019 cm−2 at redshift z = 6.6
and 1020 cm−2 at redshift z = 7.3. The LAE models in the early,
mid, late model are set by adjusting fesc,α .

z model fesc,α Vout[km/s] NH i[cm−2]

early 0.22 150 1019

6.6 mid 0.25 150 1019

late 0.45 150 1019

early 0.16 150 1020

7.3 mid 0.30 150 1020

late 0.37 150 1020

4.1 Statistical error

First of all, we account for enhancement of the power spec-
trum by redshift space distortion as P(k, µ) = (1+ βµ2)2P(k),
where µ is the cosine of the angle between k and the line-
of-sight. β = Ω0.6

m (z)/b and b is a bias factor(Kaiser 1987).
The bias factor is given by b2

gal(k) = Pgal(k)/PDM(k) and

here we compute this as b2
gal(k) = Pgal(k)/Pdensity(k) assum-

ing Pdensity(k) ≈ PDM(k), where PDM(k) and Pdensity(k) are
dark matter and gas density power spectra, respectively. We
also set b21 = 1 for 21cm-line power spectrum in the error
estimation since we do not take into account peculiar ve-
locity in our 21cm-line simulation. However, for simplicity,
we neglect the effect for the cross-correlation signal in this
paper since the effect is actually negligible.

Without systematic errors, the error on a measurement
of the 21cm power spectrum for a particular mode (k, µ) is
given by (McQuinn et al. 2006)

δP21(k, µ) = P21(k, µ) +
T2

sys

Btint

D2∆D
n(k⊥)

( λ2

Ae

)2
, (22)

where Tsys is the system temperature which is estimated

as ∼ 280[(1 + z)/7.5]2.3 K. B and tint are the survey band-
pass and the integration time for 21cm observation, re-
spectively. D is the comoving distance to the 21cm sur-
vey volume and the comoving survey width ∆D is given by

∆D = 1.7( B
0.1MHz )( 1+z

10 )1/2(Ωmh2

0.15 )−1/2. n(k⊥) is the number
density of baselines in observing the perpendicular compo-
nent of the wave vector, k⊥ = (1 − µ2)1/2k. We assume that
it is decreased continuously as r−2. Ae is the effective area
of each antenna tile and λ is the observed 21cm wavelength.
The first and second terms represent sample variance and
thermal noise, respectively.

Similarly, the error on the galaxy survey for a particular
mode is given by (Feldman et al. 1994; Tegmark 1997)

δPgal(k, µ) = Pgal(k, µ) + n−1
gal exp(k2

∥σ
2
r ), (23)

where ngal is the mean number density in the galaxy survey.
Its inverse approximately is regarded as shot noise; k ∥ is the
parallel component of wave number, k ∥ = µk. σr = cσz/H (z)
where σz is the redshift error in the galaxy survey. Here
the first term is sample variance and the second term is a
product of shot noise and redshift errors.

With the errors on the 21cm observation and the galaxy
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Figure 3. Simulated Lyα luminosity function and observed LF
at redshift z = 6.6 (top) and z = 7.3 (bottom). The green, red,
and blue solid lines show the simulated LFs in the early, mid,
late model, respectively. In the top panel, the arrows represent
the detectable luminosity range in Ultra-deep, Deep field, and
the case of 3 × tsur in Deep field of HSC LAE surveys.

observation facilities, we consider combining the 21cm-line
observation by the MWA and SKA with the LAE survey by
Subaru HSC and follow-up observations by PFS.

Table 1. Parameter sets we chose in our LAE model at redshift
z = 6.6 and 7.3. We choose NH i = 1019 cm−2 at redshift z = 6.6
and 1020 cm−2 at redshift z = 7.3. The LAE models in the early,
mid, late model are set by adjusting fesc,α .

z model fesc,α Vout[km/s] NH i[cm−2]

early 0.22 150 1019

6.6 mid 0.25 150 1019

late 0.45 150 1019

early 0.16 150 1020

7.3 mid 0.30 150 1020

late 0.37 150 1020

4.1 Statistical error

First of all, we account for enhancement of the power spec-
trum by redshift space distortion as P(k, µ) = (1+ βµ2)2P(k),
where µ is the cosine of the angle between k and the line-
of-sight. β = Ω0.6

m (z)/b and b is a bias factor(Kaiser 1987).
The bias factor is given by b2

gal(k) = Pgal(k)/PDM(k) and

here we compute this as b2
gal(k) = Pgal(k)/Pdensity(k) assum-

ing Pdensity(k) ≈ PDM(k), where PDM(k) and Pdensity(k) are
dark matter and gas density power spectra, respectively. We
also set b21 = 1 for 21cm-line power spectrum in the error
estimation since we do not take into account peculiar ve-
locity in our 21cm-line simulation. However, for simplicity,
we neglect the effect for the cross-correlation signal in this
paper since the effect is actually negligible.

Without systematic errors, the error on a measurement
of the 21cm power spectrum for a particular mode (k, µ) is
given by (McQuinn et al. 2006)

δP21(k, µ) = P21(k, µ) +
T2

sys

Btint

D2∆D
n(k⊥)

( λ2

Ae

)2
, (22)

where Tsys is the system temperature which is estimated

as ∼ 280[(1 + z)/7.5]2.3 K. B and tint are the survey band-
pass and the integration time for 21cm observation, re-
spectively. D is the comoving distance to the 21cm sur-
vey volume and the comoving survey width ∆D is given by

∆D = 1.7( B
0.1MHz )( 1+z

10 )1/2(Ωmh2

0.15 )−1/2. n(k⊥) is the number
density of baselines in observing the perpendicular compo-
nent of the wave vector, k⊥ = (1 − µ2)1/2k. We assume that
it is decreased continuously as r−2. Ae is the effective area
of each antenna tile and λ is the observed 21cm wavelength.
The first and second terms represent sample variance and
thermal noise, respectively.

Similarly, the error on the galaxy survey for a particular
mode is given by (Feldman et al. 1994; Tegmark 1997)

δPgal(k, µ) = Pgal(k, µ) + n−1
gal exp(k2

∥σ
2
r ), (23)

where ngal is the mean number density in the galaxy survey.
Its inverse approximately is regarded as shot noise; k ∥ is the
parallel component of wave number, k ∥ = µk. σr = cσz/H (z)
where σz is the redshift error in the galaxy survey. Here
the first term is sample variance and the second term is a
product of shot noise and redshift errors.

With the errors on the 21cm observation and the galaxy
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Figure 3. Simulated Lyα luminosity function and observed LF
at redshift z = 6.6 (top) and z = 7.3 (bottom). The green, red,
and blue solid lines show the simulated LFs in the early, mid,
late model, respectively. In the top panel, the arrows represent
the detectable luminosity range in Ultra-deep, Deep field, and
the case of 3 × tsur in Deep field of HSC LAE surveys.

observation facilities, we consider combining the 21cm-line
observation by the MWA and SKA with the LAE survey by
Subaru HSC and follow-up observations by PFS.

Table 1. Parameter sets we chose in our LAE model at redshift
z = 6.6 and 7.3. We choose NH i = 1019 cm−2 at redshift z = 6.6
and 1020 cm−2 at redshift z = 7.3. The LAE models in the early,
mid, late model are set by adjusting fesc,α .

z model fesc,α Vout[km/s] NH i[cm−2]

early 0.22 150 1019

6.6 mid 0.25 150 1019

late 0.45 150 1019

early 0.16 150 1020

7.3 mid 0.30 150 1020

late 0.37 150 1020

4.1 Statistical error

First of all, we account for enhancement of the power spec-
trum by redshift space distortion as P(k, µ) = (1+ βµ2)2P(k),
where µ is the cosine of the angle between k and the line-
of-sight. β = Ω0.6

m (z)/b and b is a bias factor(Kaiser 1987).
The bias factor is given by b2

gal(k) = Pgal(k)/PDM(k) and

here we compute this as b2
gal(k) = Pgal(k)/Pdensity(k) assum-

ing Pdensity(k) ≈ PDM(k), where PDM(k) and Pdensity(k) are
dark matter and gas density power spectra, respectively. We
also set b21 = 1 for 21cm-line power spectrum in the error
estimation since we do not take into account peculiar ve-
locity in our 21cm-line simulation. However, for simplicity,
we neglect the effect for the cross-correlation signal in this
paper since the effect is actually negligible.

Without systematic errors, the error on a measurement
of the 21cm power spectrum for a particular mode (k, µ) is
given by (McQuinn et al. 2006)

δP21(k, µ) = P21(k, µ) +
T2

sys

Btint

D2∆D
n(k⊥)

( λ2

Ae

)2
, (22)

where Tsys is the system temperature which is estimated

as ∼ 280[(1 + z)/7.5]2.3 K. B and tint are the survey band-
pass and the integration time for 21cm observation, re-
spectively. D is the comoving distance to the 21cm sur-
vey volume and the comoving survey width ∆D is given by

∆D = 1.7( B
0.1MHz )( 1+z

10 )1/2(Ωmh2

0.15 )−1/2. n(k⊥) is the number
density of baselines in observing the perpendicular compo-
nent of the wave vector, k⊥ = (1 − µ2)1/2k. We assume that
it is decreased continuously as r−2. Ae is the effective area
of each antenna tile and λ is the observed 21cm wavelength.
The first and second terms represent sample variance and
thermal noise, respectively.

Similarly, the error on the galaxy survey for a particular
mode is given by (Feldman et al. 1994; Tegmark 1997)

δPgal(k, µ) = Pgal(k, µ) + n−1
gal exp(k2

∥σ
2
r ), (23)

where ngal is the mean number density in the galaxy survey.
Its inverse approximately is regarded as shot noise; k ∥ is the
parallel component of wave number, k ∥ = µk. σr = cσz/H (z)
where σz is the redshift error in the galaxy survey. Here
the first term is sample variance and the second term is a
product of shot noise and redshift errors.

With the errors on the 21cm observation and the galaxy
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Figure 6. Same as Fig.5, but at redshift z = 7.3.

Deep survey with PFS, respectively. The average neutral
fraction at z = 6.6 is 0.0015 and 0.44 for the early and the
late models, respectively, while it is 0.017 for the mid model.
The amplitude of the cross-correlation signal is largely de-
termined by the average neutral fraction, and the signal is
smaller (larger) for the early (late) model compared with
the mid model. The ratios of the signal amplitude at large
scales are about 3 between the early and the mid models and
between the mid and the late models. As we can see, the de-
tectability strongly depends on the EoR model. For the early
model, it is very hard for the MWA to detect the signal even
if PFS is available. The S/N ratios are 0.14 and 0.083 with
and without PFS, respectively, while they are still relatively
high for the SKA: 7.5 and 5.1 with and without PFS, re-
spectively. On the other hand, for the late model, the MWA
could detect the signal even without PFS, while the signal
could be detected at relatively small scales (k ! 0.3 Mpc−1)
with PFS. The total S/N ratios are summarized in Table 3.

Next, to understand the sensitivity curves given above,
we compare error components in Eq. (31): P21Pgal, P21σg,
σNPgal and σNσg. The first one is a pure sample variance,
the second and third ones are combinations of sample vari-
ance and observation errors, and the last one is a pure obser-
vational error. We do not show P2

21,gal because it is always

smaller than P21Pgal by a factor of the correlation coeffi-
cient. Fig. 9 shows the error budgets of MWA-Deep survey
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Figure 7. MWA-Deep and SKA-Deep cross-correlation in the
mid model at redshift z = 6.6.

Table 3. Comparison of total S/N ratio of the cross-power spec-
trum in the early, mid, and late models. The S/N ratios are shown
in the cross-correlation with Deep field survey.

PFS early mid late

MWA
on 0.14 1.0 4.3

off 0.083 0.73 4.3

SKA
on 7.5 11 31

off 5.1 5.1 20

and SKA-Deep survey with PFS for the mid model, where
the number of k modes in Eq.25 is taken into account for
each components. For MWA-Deep survey, σNPgal and σNσg
are dominant at all scales. Therefore, a reduction in σN, the
thermal noise of the MWA, by increasing observing time
and/or number of antennas is effective to enhance the de-
tectability. On the other hand, in case of the SKA, P21Pgal
and P21σg, that is, the sample variance terms of 21cm-line
are dominant at large scales so that widening the survey area
is the best way to increase the S/N ratio. Since the thermal-
noise terms are sub-dominant, reducing the observing time,
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Figure 8. Same as Fig. 7 (Deep survey with PFS at z = 6.6), but
in the early model (top) and late model (bottom).

e.g., ∼ 100 hours, does not affect the detectability at large
scales significantly. Observing time as short as 10 hrs will be
enough if we focus on the largest scales of k ! 0.1 Mpc−1.
Contrastingly, at small scales, the sensitivity is limited by
σNPgal and σNσg as the MWA case. Fig. 10 shows the error
budget without PFS. Although σNPgal and σNσg are en-
hanced at small scales, the dominant error components for
both of the MWA and SKA are the same as the case with
PFS. Therefore, the best way to enhance the detectability
is still the same even if PFS is unavailable.

To develop strategy for increasing S/N ratio, we con-
sider two extensions of HSC Deep survey with (1) a larger
survey area and (2) a longer observation time per pointing,
by a factor of 3, respectively. Note that these two options
need the same amount of extra observation time. In increas-
ing the survey area, the area of 21cm-line observation should
also be widened. However, because the MWA and SKA-low
have much larger field-of-view than HSC, we assume the
survey area of 21cm-line observations is always larger than
that of LAE survey. Further, we assume that the detection
limit of LAEs is inversely proportional to the square root of
observation time per pointing.

Fig. 11 shows the results of the two options for the MWA
and SKA, respectively. In Table 2, the total S/N ratios for
these cases are shown. The S/N ratio is generally improved
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Figure 9. Error budgets of the sensitivity for MWA-Deep survey
(top) and SKA1-Deep survey (bottom) with PFS for the mid
model. The red, blue, pink, black lines show the components of
σA as in Eq. (31); P21Pgal, P21σg, σNPgal, and σNσg, respectively.

but the option (1) is significantly more effective. This is be-
cause, as shown in Eq. (25), the increase in the survey area
(and then the survey volume) reduces both observational
errors (σN and σg) and sample variances (P21 and Pgal),
while the survey depth is related to only the shot noise of
galaxies (σg). Another reason is that, as we saw in Fig. 9,
the error components including Pgal are always larger than
those including σg. Here, it should be noted that the effect of
changing the survey depth depends on the LAE luminosity
function at the faint end (Lα ∼ 1042.5 erg/s, see Fig. 3). In
case of a steeper luminosity function (fixing the bright end),
a deeper survey results in more LAE density and smaller
shot noise.

More general results are shown in Figs. 12 and 13 which
represent the contours of the total S/N ratio of MWA-Deep
survey and SKA-Deep survey for the mid and late models in
survey area-depth plane. We can see that, for a fixed survey
area, deeper observation of LAEs does not improve the S/N
ratio so much. Thus a wide and shallow LAE survey leads
to a larger S/N ratio given a fixed total survey time. This is
an important implication for future observation strategy.

The behavior of the contours is not simple for the case
of SKA with mid model (bottom panel of Fig. 12). Actu-
ally, the signal decreases at small scales (k > 0.3 /Mpc) as
the LAE survey gets deeper while the signal is unchanged
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Figure 8. Same as Fig. 7 (Deep survey with PFS at z = 6.6), but
in the early model (top) and late model (bottom).

e.g., ∼ 100 hours, does not affect the detectability at large
scales significantly. Observing time as short as 10 hrs will be
enough if we focus on the largest scales of k ! 0.1 Mpc−1.
Contrastingly, at small scales, the sensitivity is limited by
σNPgal and σNσg as the MWA case. Fig. 10 shows the error
budget without PFS. Although σNPgal and σNσg are en-
hanced at small scales, the dominant error components for
both of the MWA and SKA are the same as the case with
PFS. Therefore, the best way to enhance the detectability
is still the same even if PFS is unavailable.

To develop strategy for increasing S/N ratio, we con-
sider two extensions of HSC Deep survey with (1) a larger
survey area and (2) a longer observation time per pointing,
by a factor of 3, respectively. Note that these two options
need the same amount of extra observation time. In increas-
ing the survey area, the area of 21cm-line observation should
also be widened. However, because the MWA and SKA-low
have much larger field-of-view than HSC, we assume the
survey area of 21cm-line observations is always larger than
that of LAE survey. Further, we assume that the detection
limit of LAEs is inversely proportional to the square root of
observation time per pointing.

Fig. 11 shows the results of the two options for the MWA
and SKA, respectively. In Table 2, the total S/N ratios for
these cases are shown. The S/N ratio is generally improved
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Figure 9. Error budgets of the sensitivity for MWA-Deep survey
(top) and SKA1-Deep survey (bottom) with PFS for the mid
model. The red, blue, pink, black lines show the components of
σA as in Eq. (31); P21Pgal, P21σg, σNPgal, and σNσg, respectively.

but the option (1) is significantly more effective. This is be-
cause, as shown in Eq. (25), the increase in the survey area
(and then the survey volume) reduces both observational
errors (σN and σg) and sample variances (P21 and Pgal),
while the survey depth is related to only the shot noise of
galaxies (σg). Another reason is that, as we saw in Fig. 9,
the error components including Pgal are always larger than
those including σg. Here, it should be noted that the effect of
changing the survey depth depends on the LAE luminosity
function at the faint end (Lα ∼ 1042.5 erg/s, see Fig. 3). In
case of a steeper luminosity function (fixing the bright end),
a deeper survey results in more LAE density and smaller
shot noise.

More general results are shown in Figs. 12 and 13 which
represent the contours of the total S/N ratio of MWA-Deep
survey and SKA-Deep survey for the mid and late models in
survey area-depth plane. We can see that, for a fixed survey
area, deeper observation of LAEs does not improve the S/N
ratio so much. Thus a wide and shallow LAE survey leads
to a larger S/N ratio given a fixed total survey time. This is
an important implication for future observation strategy.

The behavior of the contours is not simple for the case
of SKA with mid model (bottom panel of Fig. 12). Actu-
ally, the signal decreases at small scales (k > 0.3 /Mpc) as
the LAE survey gets deeper while the signal is unchanged
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Figure 8. Same as Fig. 7 (Deep survey with PFS at z = 6.6), but
in the early model (top) and late model (bottom).

e.g., ∼ 100 hours, does not affect the detectability at large
scales significantly. Observing time as short as 10 hrs will be
enough if we focus on the largest scales of k ! 0.1 Mpc−1.
Contrastingly, at small scales, the sensitivity is limited by
σNPgal and σNσg as the MWA case. Fig. 10 shows the error
budget without PFS. Although σNPgal and σNσg are en-
hanced at small scales, the dominant error components for
both of the MWA and SKA are the same as the case with
PFS. Therefore, the best way to enhance the detectability
is still the same even if PFS is unavailable.

To develop strategy for increasing S/N ratio, we con-
sider two extensions of HSC Deep survey with (1) a larger
survey area and (2) a longer observation time per pointing,
by a factor of 3, respectively. Note that these two options
need the same amount of extra observation time. In increas-
ing the survey area, the area of 21cm-line observation should
also be widened. However, because the MWA and SKA-low
have much larger field-of-view than HSC, we assume the
survey area of 21cm-line observations is always larger than
that of LAE survey. Further, we assume that the detection
limit of LAEs is inversely proportional to the square root of
observation time per pointing.

Fig. 11 shows the results of the two options for the MWA
and SKA, respectively. In Table 2, the total S/N ratios for
these cases are shown. The S/N ratio is generally improved
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Figure 9. Error budgets of the sensitivity for MWA-Deep survey
(top) and SKA1-Deep survey (bottom) with PFS for the mid
model. The red, blue, pink, black lines show the components of
σA as in Eq. (31); P21Pgal, P21σg, σNPgal, and σNσg, respectively.

but the option (1) is significantly more effective. This is be-
cause, as shown in Eq. (25), the increase in the survey area
(and then the survey volume) reduces both observational
errors (σN and σg) and sample variances (P21 and Pgal),
while the survey depth is related to only the shot noise of
galaxies (σg). Another reason is that, as we saw in Fig. 9,
the error components including Pgal are always larger than
those including σg. Here, it should be noted that the effect of
changing the survey depth depends on the LAE luminosity
function at the faint end (Lα ∼ 1042.5 erg/s, see Fig. 3). In
case of a steeper luminosity function (fixing the bright end),
a deeper survey results in more LAE density and smaller
shot noise.

More general results are shown in Figs. 12 and 13 which
represent the contours of the total S/N ratio of MWA-Deep
survey and SKA-Deep survey for the mid and late models in
survey area-depth plane. We can see that, for a fixed survey
area, deeper observation of LAEs does not improve the S/N
ratio so much. Thus a wide and shallow LAE survey leads
to a larger S/N ratio given a fixed total survey time. This is
an important implication for future observation strategy.

The behavior of the contours is not simple for the case
of SKA with mid model (bottom panel of Fig. 12). Actu-
ally, the signal decreases at small scales (k > 0.3 /Mpc) as
the LAE survey gets deeper while the signal is unchanged
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