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SCN Demo video: Geo-Social Sensing(GSS) App 
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GSS App Issues 
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• Suffer from unforeseen traffics 
• Hard to follow ad-hoc changes of 
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Increasing gap 

seriously damages 

sustainability 

Unexpected changes 
of networks 

4 
2013/1/14 



Our solution 
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• On-demand configuration of networks in response to dynamic 
collaborations of sensing information services 

Service-Controlled Networking 
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communication  

Overlays for individual 
application QoS 

Programmable network (SDN) 

• Service discovery 
• Message exchange 
• Status monitoring 

• Node search 
• Path configuration 
• QoS overlay 

Middleware 
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SCN Demo video: Reconfiguration of Network 
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SCN Architecture 
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SCN Architecture 
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Overlay GeoSocialApp 
// ① Registration Nodes 
R1 REGIST(GeWE) <~ IDENT(GeoSocialWeb, GeWE, “192.168.XXXXX”) 
// ② Search Nodes 
F1 FIND(RaQU) <~ REQUEST(GeWE, RaQU) 
F2 FIND(TwQU) <~ REQUEST(GeWE, TwQU) 
// ③ Create Paths, Send Messages 
S1 SEND(GeWE, RaQU, “50 <= Rain” & “1000 < SampleRate”) <~ FIND(RaQU) 
S2 SEND(GeWE, TwQU, “escape” & “4000 < Record”) <~ FIND(TwQU) 

DSN 

Network Manager(NwM) 

NCPS for OpenFlow 
DSN Interpreter 

Svc Regist Cmds Node Search Cmds Path Creation Cmds Status Cmds 

Active Service Lists FlowTable Mgmt QoS Regulator Controller Lists 

Translation 
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Experiment Environment 
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On StarBED 

Full Mesh 

Node Group 1 

Node Group 4 

Node Group 2 
Node Group 3 

Node Group 6 
Node Group 5 

Prepared All Node & SW 
60 Nodes and 6 SW. 

Each SW was connected by 
Node Group in ten Nodes. 

Full Mesh 

Twitter 
Sensor 

Processor 

App developer to change the QoS 
parameters frequently 

1000 Message/s 
500 Message/s 

600 Message/s 

Focus on Processor 
Service’s Throughput. 
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Performance Consideration 
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• High-level Language of OpenFlow. 

– HyperFlow@University of Tronto 

– Frenetic@Princeton University 
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• Defined the description method of the application demand.    
= DSN 

• Building the organization reconstruct of the networks of the 
application demand. = NCPS 

• Building the function to convert the networks QoS from the 
application demand. = Translator 

 

• Future Work 
– Expanding  SCN to Multi-Domain Networks. 

– Expanding  DSN to have detailed descriptions. 

– Building to the arbitration function for multi-user requirement 

2013/1/14 (C) NICT 14 

Conclusion & Future Work 



 

• Thank you for your attentions. 
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