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Speech Summarization Newscast Speech Summarization

Our approach: direct speech summarizer h rFive Steps:
based on prosodic features 1. Extract pitch pattern

Conventional one: . 2. Extract accent phrases
speech recognizer + text summarizer )
3. Detect summary units

Why? 4. Analyze dependency structures

Speech conveys more information than . .
its transcription. 5. Select important summary units

Target: newscast speech
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Extracting pitch pattern Extracting accent phrases
[ B [ B
Aa:énit F;Flrase
0 t o
By a method proposed by Hirose et al. The beginning of each accent phrase is
B N Ldetermmed by picking up the rise in FO. N
Detecting summary units (1/2) Detecting summary units (2/2)
Calculate base-pitch rEstimate by regression lines h
NN \T\hh f
summary unit
0 0 t
The base-pitch is a representative value Heuristics: adjust the boundaries to cor-
of an accent phrase. rect mis-detection caused by exceptional

B N Lpitch rises for emphasis or paraphrasing.J
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Dependency structure analysis Selecting summary units

] ]

fThree methods:
method 1: based on common heuristics

for news tex
% l or news texts

Approximate analysis

summary unit summary unit | | summary unit method 2: based on heuristics of prosodic
S 1L features with absolute parameters for
long silent pause short one each speaker
method 3: based on heuristics of prosodic
features with relative parameters
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Estimating parameters Evaluate summary units detection
By trial and error B B » Ten articles, 52 sentences h

» Prepare correct summary unit

» for accent phrase detection boundaries by hand

» for summary units selection

heuristics P R F
with 70.7% 77.7% 74.0%
without |[47.9% 91.1% 62.8%

P: Precision R: Recall F: F-measure

with NHK news speech database.
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Speech summarization ratio Preservation ratio of important information
B lavback fime of R fQuestionnairewith eight subjects R
SS-ratio — PayPack ime of summary -, o Scale: 1 to 5 (best: 5, worst: 1)
playback time of original Avg Max Min SD
Ten articles from NHK database Original |49 5.0 4.5 0.17
Avg  Max Min SD Method 1| 3.9 45 25 0.69
Method 1|72.4% 98.7% 53.2% 8.25% Method 21 4.3 4.8 3.0 0.60
Method 2 |70.1% 96.1% 53.3% 7.55% Method 3| 3.7 5.0 2.6 0.69
Method 3 |80.7% 91.2% 74.7% 6.63%

Method 2 showed the best and stable per-

. Method 2 produced shorter summaries. | Lformance. N
Evaluating phonological naturalness Comparing with conventional method (1/2)
[ B [ B
Avg Max Min SD
Original |49 5.0 4.3 0.24
Method 1| 4.0 45 3.5 0.50 speech recognizer our speech
Method2| 4.4 4.8 3.9 0.33
Method 3|/ 3.6 4.3 2.4 0.58 | transcribed speech | | summarized speech|

T~

manually mapping
summarized text 2

Method 2 also showed the best and sta- toxt summarizer
ble performance. by Mikami et al.
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Comparing with conventional method (2/2)

Standard: six subjects select important
parts (S-ratio (summarization ratio): 56.8%)

Ours Mikami’s
Avg S-ratio | 73.7% 51.0%
SD of S-ratio | 12.7% 20.8%
Avg Precision |69.1% 66.8%
Avg Recall 48.3% 36.5%

Mikami’s produced shorter summaries.

Discussions (2/2) - comparison

[ N

Ours Mikami’s
Target S-ratio  70% 70-80%)

Result 73.7% 51.0%
with manually transcribed speech

» Mikami’s failed summary unit
detection — longer parts were

eliminated
» Ours seems robust
Quality evaluation is needed. ]
[ ]
Thank you!
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Appendix B
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Example of detected summary unit
“|I 7 indicates a boundary.

< é@ﬂ ﬁl_:lﬁ )] 35&&3 lu U
FT & | BLELURFHN| BEP
BAICELHEL NES O BRE N TE
BAABRBET|ZBEATEBET=
B—REBAT|EEODRLC A ICEXRT
FEH=N—tUMEX FLE
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Discussions (1/2) - speech summarization

» Fine summary unit detection whereas
troublesome heuristics and parameter
setting

» Method 2 is the best strategy thanks
to the parameter settings
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Conclusion

Feasibility of speech summarization is
shown
Open problems:

» determine parameters dynamically
» consider other prosodic features
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Appendix A
Example of extracted accent phrase R
“| 7 indicates a boundary.

T | 2ESRTHSEER D £LH 1LY
ET & | BEEL LR EH A | DE D
AL | HUHL 55| BS 0 R385 T
%8 WA RKBET| B A+ | E R
F=B—RAT|EFEDORC AICLH
RTC|BA=ZN—LVMEX FLE

ccccccc

Appendix C
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Underlines indicate eliminated parts.

T 2ERITHSESS DFELHICKY
FT & | BEELLUBERHA | £E P
BAICELHEL NES D BEE N TE
BAABRBET|ZBEATEBET=
B—EAT|AE0RC A I HRT
FEA=/N—TtUMEX FLE
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Appendix D
]

ﬁMannualy transcribed:
AZERTHIEERDFEDICLY F
TE. AMHETHIN. BEOEAL
BLHELILESOMREIE. AKA—DK
BET. ZBY TR F=E—HEHAT.
%fﬁ@ﬁbﬁum&ro-z%ﬁii
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