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Abstract
Recent progress of e-VLBI technique and the increase of network speed
made rapid UT1 measurements possible. On June 30, 2004 we performed
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a one-hour e-VLBI session with the baseline between Kashima and mr— R

Westford stations to estimate UT1 as rapid as possible. Observation data | : K5 Data AcquiSition o

were recorded with the K5/VSSP system at Kashima and the Mark-5 i | ! 7

system at Westford. Immediately after the session was finished, Mark-5 il K5 System -

data were transferred to Kashima through the Internet. The Mark-5 data 8 -

were then converted to K5 format data. In the next step, the converted K4 (KSP) System 2000~ -

data were correlated with those recorded at Kashima by using the K5 1990~ PC based system

software correlator combined with the network-distributed processing Rotary Head Recorder gjf’gvgr':'gmelamr Haystack <

system named VLBI@home. Finally we succeeded to obtain estimated Cassette Tapes e-VLBI with IP (Westford 18m) - -

UT1 value in as short as 4.5 hours after the session was over. To shorten Hardware Correlator PR——— Mark-5 E= [

the turn-around time of UT1 estimation further, we are improving the K5 e-VLBI with ATM oS e ownETIR2 e ===
software correlator so as to correlate K5 data with Mark-5 data directly. . y M Linux/FreeBSD Client:
We are also developing software to send K5 data over network according Key Stone Project VLBI Network (1994-2001) A fesiors Correlation Master Table [=1g “@E‘ HIFrecBSD Clents
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to the standard data format (VSI-E). In addition to the rapid UT1
measurement results, we will report about current status of these software
developments.
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+ Baseline Length = 9502km
135m « The first test : October 8, 2002 . .
« Feasibility check to estimate UT1 : March 25, 2003 Tsukuba-Wettzell Intensive Experiments : August 29, 2004~
+ UT1 challenge #1 (tseve6) : June 27, 2003
+ UT1 challenge #2 (tsev8) : June 29, 2004

IVS Products Status and Goals
(some examples from WG2 Report)

Products Status Goals(2002-2005) [ e e p e Feasibility check to estimate UT1
UT1-UTC estimation compared with NEOS Intensive VLBI sessions
* polar motion accuracy X, ~100 pas, y, ~200 pas X, y,: 50 - 25 pas . N .
Xor Yo latency 1 4weeks -4 months 4.3 days - 1day EOE Estimation by KSP Network Differences af minus CO4 in UT1 angle  (musec)
resolution 1 day 1day - 1h - 10min « 200 = -
freq. of sessions  ~3 diweek ~7 diweek g Wobble X & e e
* UT1-UTC accuracy 5-20 ps 3.-2ps o Tsukuba 32m Wettzell 20m
I[Zt:;lﬁ{ion i‘é\’:ek i dz da;’z —milnday g 100 - v « Saturday weekly K4 Intensive sessions are on-going.
« celest. pole accuracy 100 Y400 nas 50- 25 nas 5 : « Second Intensive session series on Sundays just started from August 2004
Ae, Ay latency 1-4 weeks...4 months 4 — 3 days - 1 day 8 I 4 + Sunday sessions are intended to be e-VLBI
resolution 1 day 1 day 8 - Ini}ia\ly, one g-VLBI session every month (the other sessions using K4)
freq. of sessions  ~3 diweek ~7 diweek Wobble Y ° Kashima-Westford e-VLBI (2003.3.25) — Will migrate into weekly e-VLBI
* TRF (x,y,2) accuracy 5-20 mm 5-2mm g obble ™ — Plan to do e-VLBI in both Saturday and Sunday sessions
* CRF(a, d) accuracy 0.25 - 3 mas 0.25 mas (improved é s 5
distribution) o e o
freq. of solution 1 year 1year g o . ime in yeors
I o ¢ ¢ ‘ ' * Solid line is from [ERS Bulletin B * Data analysis done by Goddard Space Flight Center, NASA
atency 3 - 6 months 3 - 1 month(s) ol L : y P: ) \ Conclusions
0 fth 100 998 200 UT1 challenge #1 (tsev6) - June 27Y 2003 < Rapid turn-around estimation of UT1-UTC within a few hours
A : Di the Y 1 . fully di trated.
Number of Days Required to Deliver Products 2y of the Year (1998) Time Sequence (JST) . Vé:;j:f/ﬁj;;eylnf:;z:;’: 3LBI cessions for UTL will become
Situations in 2002 (January to August) 200 E éégg gzserva?ons lf'w’nidd operational and smooth as experiences accumulate.
* Solid line is from IERS Bulletin B ’ . serval IOI_-IS nishe . < Next targets will be
R1& R4 Time Delay Over Time 0O ~04:20 File extraction and transmission N
Seplember 11, 202 0T 9 4 From Kashima to Westford : 107Mbps 41.54GByte in 51m 35s » to demonstrate real-time UT1 estimation
e 2 < From Westford to Kashima : 44.6Mbps 41.54GByte in 2hr 04m 025 > larger scale IVS sessions with e-VLBI
. 0O ~08:10 File Conversion (Mark5 to K5)
200} UTL-UTC 0O -~20:30  Software Correlation
o -~21:20 Bandwidth Synthesis Processing, Database Generation,
+ 100 20 0 Data Analysis
35 2
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s S UT1 challenge #2 (tsev8) : June 29, 2004
. hd ° N ' PLoat | I o 1 L [ { W ! Time Sequence (JST) New World Record!! « JGNII, TransPAC, Internet2, Super-SINET
v N ! " ; 2 . : i .
- = . = s e . E ‘m‘. “r»‘ﬂ‘]{\‘\‘}h:’ i mn-}. }‘1}‘)‘,{“&{1 W ,“ ; ‘l‘l\i ’ﬂ'}\} _} “m”‘ 0 {jl "‘*-“ﬁ-\}“‘ 0O 04:00 Observations Started 4.5 hours $a|axy N?—,“V\Srk Team (NICT, GSI, NTT, NAO, JAXA, Gifu Univ.,
- S A L k. | }}}‘ b "( il O 05:00 Observations Finished amaguli: lb niv.)
(KSP Estimation)-(IERS Final)|- | 00513  Datatranasfer started (from Haystack to Kashima) . ::ayzlac o I’ser\{aloily\l, M'T” BKG
@y SLEESELES s‘;,y 9S8, ;@» 3 @y 'v(y“&y é%@ s _ol_(IERS Prediction)-(IERS Final) O 06:28 Data transfer finished (~30Mbps) C > undamental slathn ettzell,
P S b4 W LR 100 200 300 : .
yﬂ 4 Wg "‘&%ﬂ ;&'& ‘é%& ”‘éﬁé&& &%&, ,ﬁ ﬁffy 0 09:16 Correlation Processing Completed (used 20 CPUs) = + Goddard Space Flight Center, NASA
Day of the Year (1998) 0 09:30 Data Analysis Completed: UT1-UTC sigma=22 microsec
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